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Executive Summary

The amount of data stored worldwide is growing exponentially. According to the study "Data Age 2025 – The Digitization of the World" (Reinsel/Gantz/Rydning 2018), the global data volume is expected to grow from 33 zettabytes (ZB) in 2018 to 175 ZB in 2025. In the social, behavioural and economic sciences, there is a growing interest in utilising data generated through increased digitisation, often referred to as big data. This interest is based on the fact that these data are huge in numbers, offer options for real-time analysis, allow non-reactive collection methods, and the possibility to observe interactions between individuals.

With this in mind, the German Data Forum (RatSWD) recognises the need to systematically tap into the potential of these data for academic research. The restrictions that currently exist – de jure and also de facto – on research involving big data sources in Germany must be addressed. When researchers are granted access to big data sources owned by corporations, they are often denied access to variables or observations that are critical for corporate strategies. Often, they cannot disclose the data to other researchers and are confronted with the risk that their access to the data could be unilaterally terminated before their research project is completed. This can result in conflicts of interest or restrictions regarding the publication of research findings. In addition, processing big data is considerably more demanding than processing survey data or administrative data. Therefore, researchers using big data should thoroughly examine the processes used to generate data and the algorithms employed to observe interactions between individuals.

Users should familiarise themselves with the legal requirements that apply to data gained from big data sources. If, for example, an Application Programming Interface (API) is used to collect the data, researchers must first read and understand the API's terms of service before using the data.

Many researchers use web scraping to extract data from the internet. The German Data Forum (RatSWD) is aware that the legal implications are often unclear when this method is used and therefore obtained a legal opinion. This legal opinion addresses the legal issues surrounding data access, data usage, and data archiving in connection with web scraping. The German Data Forum (RatSWD) aims to ensure legal security for researchers when working with big data sources.

To strengthen the German research infrastructure in the social, behavioural, and economic sciences, the German Data Forum (RatSWD) suggests to provide standardised access to anonymised (micro)data from public or private big data sources. This can be accomplished by establishing independent research institutions or by commissioning existing institutions which operate as fiduciary agencies. The infrastructure required for this could be a key topic for the National Research Data Infrastructure (NFDI) currently in development. Furthermore, in view of potential uses, open data should generally be provided in machine-readable form.

1 Data including detailed information, e.g., on individuals or companies.
1 Introduction

Due to digitisation, public institutions and especially private enterprises are generating growing volumes of social, behavioural, and economic data. Researchers are increasingly interested in using these data. Inter alia, this interest is based on the

1) large number of cases: as opposed to traditional data compilations, digitally recorded data allow for a more detailed and comprehensive representation of social and economic relationships
2) time factor: behaviour can be observed in real-time and over longer periods of time
3) non-reactive collection methods\(^2\): the collection process as such usually does not affect the observed behaviour
4) network character: Not only individual behaviour can be observed, but also the interactions between people

However, the availability of these data for research in the social, behavioural, and economic sciences and other user groups, such as official statistics agencies, is limited, due to problems in data access, utilisation and archiving.

The Big Data Working group of the German Data Forum (RatSWD) examined whether and how researchers can have secure access to data and replicability of research findings can be ensured. The working group also discussed which data privacy and ethical issues need to be considered for big data research. This report provides an overview of the experiences made when using big data for research in specific fields and what the conditions for accessing the data access were. This report details several specific barriers faced by researchers, especially with respect to data access.

In line with Adjerid’s and Kelley’s (2018) definition, the working group understood big data as large amounts of data generated for purposes other than research that are available at short notice, often in an unstructured form. Mass administrative data such as social insurance data were intentionally not taken into consideration because the issues in this report, as they apply to these kinds of data, have already been subject to extensive academic and political discussions.

Presently, private enterprises collect and store large amounts of data that were not originally intended for research but can nevertheless be used for this purpose. This includes data generated in large volumes as by-products to production processes or collected in connection with electronic communications (e-mail, text messages, messenger services), in web applications (information and communication in social media, searches in search engines, purchase and sales behaviour on online platforms), via personal end devices (personal computers, smart meters, movement data, location data, data from apps, and communication information), or data on the purchasing behaviour of individuals collected via debit, credit, or discount cards.

\(^2\) Non-reactive methods collect data that result from everyday behaviour, i.e., without any connection to possible uses in research. Besides digital behavioural data, non-reactive data also include process-induced data.
In most cases, it is up to private enterprises to decide whether or not they make data publicly accessible. While companies sometimes offer researchers structured and dedicated access to data through contracts or binding agreements, the majority of publicly accessible data is intended for the commercial use by end customers (mainly via websites) or other third parties.

A special form of exploiting big data sources is web scraping. With this method, big data can be extracted from the internet and made available for research. However, it is not yet clear under which circumstances web scraping is legal. As this method has already been extensively used by researchers and therefore considered to be particularly relevant, the expert opinion on “Web scraping in independent academic research”, which was requested by the working group, is provided as an appendix to this report. Web scraping includes both the use of Application Programming Interfaces (API) and the extraction of data from websites designed to be read by human end users. To differentiate between these two terms, the latter is referred to as “screen scraping” (cf. our definition under section 2.3).

Section 2 describes the different access paths to big data that are available to researchers, thereby differentiating between individual and institutional access to big data and the collection of data via unregulated access paths, specifically using screen scraping. Finally, this section looks at the risks and opportunities of using open data. Section 3 provides a summary of the findings in the legal opinion initiated by the working group with respect to data collection via web scraping. Section 4 presents data trusts as a possible solution to the problems with data access that have been pointed out. Section 5 contains a glossary of the technical terms used in this paper.
2 Access paths to big data for researchers

This chapter begins by presenting a brief overview of the three access paths to big data that are widely used in research. These access paths are classified by the degree to which the data producer (usually a private corporation) has consciously consented to the use of their data (individual data access, section 2.1), one-to-many agreements (institutionalised access, section 2.2), or lack of any agreements with the data retriever (screen scraping, section 2.3). Section 2.4 discusses open data and freedom of information as potential alternative sources for big data.

2.1 Individual access to non-public enterprise data

Many researchers enter into agreements with private enterprises to obtain individual access to data for specific research projects (see Edelman 2012 or Einav and Levin 2014 for an overview of relevant research projects).

Example 1: Cooperation between RWI – Leibniz Institute for Economic Research and ImmobilienScout24

Within the framework of this cooperation (an de Meulen/Micheli/Schaffner 2014), ImmobilienScout24.de provided all the information collected on their internet platform to RWI for academic research (see Boelmann and Schaffner 2019 for a description of the dataset). The data include all advertisements posted on the platform since 2007. ImmobilienScout24.de is currently the leading online platform for the real estate market in the German-speaking region. Besides being up-to-date and containing a wealth of information, the geographical information of these data is what makes them stand out. Since all of the properties advertised on ImmobilienScout24.de are georeferenced, observations can be made on wide-scale developments. Furthermore, the data can be merged with a wide range of information on the respective regional aggregation level.

Example 2: Cooperation between the Federal Statistical Office and mobile phone companies

The Federal Statistical Office (Destatis) cooperates with enterprises to obtain access to their digital data. Within the framework of a feasibility study to explore the potential of using mobile phone data for official statistics, Destatis started a cooperation project with two subsidiaries of Deutsche Telekom AG in September 2017, namely T-Systems International GmbH and Motionlogic GmbH (Hadam 2018). The goal of this project was to examine the extent to which mobile phone data can accurately map and estimate daytime populations and residents, commuter flows, and the distribution of tourists.

Data access as laid out in examples 1 and 2 is often only granted if the companies benefit from the specific research projects. For example, if companies can gain knowledge about the potential of their own data or the behaviour of their customers, they can develop new products or services as a result of the project findings or optimise their own organisation (for example, their internal data management). However, such project-based individual access can lead to various problems; researchers should carefully consider the risks that could arise.
Notes and recommendations:

- Data-generation is not often completely transparent. This means that user behaviour can be influenced by machine-generated recommendations that may change over time. Information must be obtained from the data generator before beginning the cooperation project.

- Researchers are often not provided with all the data that could be potentially relevant for research projects, and important variables and observations (for the company’s strategy) are often withheld.

- It must generally be assumed that researchers who were granted access to data are not allowed to share these data with other researchers. This limits the ability to reproduce and replicate research results and thus, potentially, the possibility of publishing them. It also precludes the secondary use of the data.

- Since data access is granted under a contract, which can usually be terminated unilaterally, the successful completion of research projects is at risk.

- Finally, if the data are provided to the researchers within the framework of consultancy agreements, conflicts of interest can occur.

2.2 Institutionalised data access via open interfaces

In addition to companies that enter into agreements with researchers for individual data access, there is a growing number of companies – among them many internet platforms – that make parts of the digital data they generated available via publicly accessible web interfaces (Application Programming Interfaces or APIs) for use by third parties. With these APIs, companies voluntarily grant structured insights into – and access to – the data structures behind the respective services. These insights can range from being very limited to extensive. Although APIs are primarily intended for commercial use (e.g., in third-party mobile applications), they are promising resources for future research projects. Researchers are therefore increasingly using the options APIs provide to collect extensive data on human behaviour, economic indicators, and other information for their research.

To use these interfaces, users must consent to the company’s terms of service. Consent is often given implicitly by using the interface or in a prior registration step. However, the provisions regularly preclude the re-utilisation of the obtained data for specific purposes and sometimes impose strict requirements for data management.\(^3\)

---

3 For example, Twitter demands that any tweets that were deleted from the platform also be deleted from datasets that were collected and stored by third parties (https://developer.twitter.com/en/developer-terms/agreement-and-policy.html, last accessed: 23.08.2019).
Besides the legal uncertainties, examples 3 and 4 indicate that it is also important to closely examine how the retrieved data were generated; this applies to all APIs. The problems that may arise with these data were demonstrated, for example, by the former Google Flu Trends service that Google had developed and published as a tool to forecast influenza activity. Initial evaluations indicated the accuracy of the forecasts was very high. Later, it was noted that because of problems related to the accuracy and, above all, transparency of the data, the measurement methods, and relatively simplistic forecast models, Google Flu Trends did not produce consistently reliable forecasts (Lazer et al. 2014). Such poor long-term reliability is rarely evident to researchers from the outset, making it difficult for them to assess the quality of the results (in particular, if they are based solely on a single dynamic data source) (Di Bella/Leporatti/Maggino 2018).

Example 3:
One example for the use of these data is a service offered by Google Trends that illustrates the quantitative development of search terms users enter into Google’s search engine. These data have often been used for research (for example, Carrière-Swallow and Labbé 2013; Hyunyoung and Varian 2012; McLaren and Shanbhogue 2013; Bug 2015: 86; Rieckmann and Schanze 2015).

Schmidt and Vosen (2011, 2012, 2013) used the information provided in the Insights for Search application by Google Trends to forecast private consumption. Based on random samples, this application provides weekly insights into searches starting with the year 2004, classifying them into 605 categories and subcategories. The authors used 45 categories that are relevant for private consumer spending and compatible with the private consumption figures according to the national accounts maintained by the Federal Statistical Office to estimate a weighted consumption indicator. One problem here was that when a query was sent to the Insights for Search application, the underlying software selected a random sample from all registered Google searches on a given day. Queries sent to Google Trends on the same day delivered the same results. However, the results on different days varied due to the different random samples selected by Google Trends from all searches. The researchers solved this problem by using average values from 52 random samples selected on different days.

Example 4:
The RWI consumption indicator resulting from this research project provides a good picture of current developments in consumption. Schmidt and Vosen (2012) demonstrated that economic forecasts can be improved with the help of Insights for Search applications by Google Trends by considering special policies such as scrapping bonuses that were introduced by many countries during the 2009 recession.

4 The Robert Koch Institute, for example, uses a broader methodical approach: https://www.rki.de/DE/Content/Infekt/IFSG/Signale/Projekte/Forschungsantrag_Demis_Signale.pdf?__blob=publicationFile (last accessed: 07.05.2020).
The Twitter APIs are now often used for empirical research projects (for an overview, see e.g. McCormick et al. 2017). In research fields related to computer science, such as computational social science, Twitter data are now even considered part of the “de facto core datasets” (Pfeffer/Mayer/Morstatter 2018). A 1% sample can be retrieved free of charge via the Twitter API. A fee is charged for larger random samples of tweets. Based on the assumption that these samples are a random selection from the platform’s overall content, many research projects naturally have relied on the 1% access. When making inferences, it should first be taken into account that Twitter users are inherently not representative of the general population.

Additionally, recent findings based on reverse engineering show that the free 1% sample is not selected completely randomly from the entire platform’s content and can be manipulated (Morstatter et al. 2013, Pfeffer/Mayer/Morstatter 2018). With such limited data, various other faults can occur when operationalising measurement techniques and making inferences about target populations, which must be considered in the research design (Sen et al. 2019).

Besides Twitter, Wikipedia also provides APIs with granted public access to the data on which their services are based. These APIs can be used, for example, to record visitor numbers for individual pages or topics, or changes to the texts. These data are also increasingly used in research (see e.g., Moat et al. 2013; Slivko 2018).

Comparable APIs are offered by many internet platforms and service providers from YouTube to Instagram, or specialised platforms like StackoverFlow. In addition, there are many APIs that can be used to analyse mobility patterns. An example for this are APIs by companies that rent out vehicles. A wide range of related literature exists for bike rentals in particular (see e.g. Fishman 2016, Yongping and Zhifu 2018).

Static data downloads that are made available by some companies offer access similar to that provided by APIs. They typically consist of collections of files from exported databases or database elements (so called database dumps). The use of these downloadable files – as with interfaces – is subject to the provider’s terms of use and copyright terms. Examples include the Wikimedia Foundation – which offers comprehensive database dumps for free – as well as the Internet Movie Database and the statistics platform FiveThirtyEight.

6 In general, young male users are overrepresented. This also applies in Germany, where only 4% of the population uses Twitter at least once a week (Frees and Koch 2018). In this case, “use” often means passive reading without writing or interacting.
7 A discussion forum for software development.
8 See, for example, https://github.com/ubahnverleih/WoBike or https://github.com/CityOfLosAngeles/mobility-data-specification/blob/dev/agency/README.md#vehicle-events
9 https://dumps.wikimedia.org (last accessed: 07.05.2020).
10 https://www.imdb.com/interfaces (last accessed: 07.05.2020).
11 https://data.fivethirtyeight.com (last accessed: 07.05.2020).
Notes and recommendations:

- Researchers should thoroughly review the terms of service, terms of use, or general terms & conditions of the APIs and document them, if possible. Some companies have made exceptions for academic researchers in their terms of use that provide greater liberties for data retrieval and use.

- Company regulations usually address not only data access, but also put restrictions on data storage, sharing, and publishing. Potential conflicts with good academic practice\(^\text{12}\), especially with replicability, must be taken into consideration on a case-by-case basis.\(^\text{13}\)

- Compliance with the terms of use does not discharge researchers from their obligations under law and owed to research ethics. For example, researchers need to protect the right to data privacy of the users whose behavioural data are the basis of the datasets. These obligations may go beyond what the data provider’s terms of use require. This could also include considerations under copyright law and, rarely, competition law (see also chapter 3.2).

- Researchers who access data via APIs (or file downloads) should thoroughly analyse the data generation processes and the algorithms used for data acquisition if they are documented or can be otherwise determined. Note that data-generation processes may change quickly (e.g., through implementation of a new platform software). The validity and reliability of metrics derived from these data must be critically reviewed.

---

\(^{12}\) See, for example, “Guidelines for Safeguarding Good Research Practice” by Deutsche Forschungsgemeinschaft (DFG): https://www.dfg.de/foerderung/grundlagen rahmenbedingungen/gwp (last accessed: 07.05.2020).

\(^{13}\) Conflicts between the initial data provider’s terms of use and those of archiving platforms (resource permanence) or national laws could arise.
2.3 Collecting web data via screen scraping

Often, entities on the internet provide neither dedicated access points to retrieve or download their data nor any options to enter into bilateral agreements for access. Internet platforms provide data on websites for human users, but these data are not always fully accessible via special interfaces or downloads.

In these cases, researchers often use a method called screen scraping. While in practise there are two different definitions for web scraping and screen scraping – the two terms are sometimes used interchangeably – this paper defines screen scraping as the automated retrieval and extraction of information from the unstructured part of the internet intended for human users (von Schönfeld 2018: 20). Accordingly, a screen scraping program simulates human behaviour to gain access to websites, in order to retrieve and then analyse the information they contain (von Schönfeld 2018: 58).14 In contrast, web scraping is understood to be an umbrella term for an algorithm-based method for retrieving publicly accessible information from the World Wide Web by technological means (ibid.). Besides screen scraping, this also includes other methods (especially programming interfaces, see section 2.2). The difference between screen scraping and programming interfaces is illustrated in figure 1.

Fig. 1: Two web scraping methods in comparison: accessing data via API and screen scraping

Screen scraping uses an application or a script to send queries to one or more predefined URLs15 or servers. The attached metadata then emulate a typical web browser, for example Mozilla Firefox. A static document is returned that is usually written in HTML or CSS, or sometimes in human-readable file formats such as PDF files. Next, the information that is interesting for the requesters is extracted using the user’s predefined heuristics.16 In another step, linked images or other multimedia contents can additionally be downloaded and saved.

14 Exempt from this are the usually higher access rates of automated procedures that naturally outpace those of human users.
15 The URLs used for the requests can be explicit URL lists or may contain only vague samples for the requests, for example all pages of a defined domain or all websites with specific search terms in their titles.
16 Example: the term “price” is used to search a HTML tree within an online shop site for HTML elements that contain the prices of the listed products, or the term “description” to search for descriptions. These elements are then transferred, as variables, into a structured format.
If content cannot be retrieved simply by requesting the URL, techniques are used that, after the website has loaded, simulate entries into fields, and mouse-clicks on buttons by human users to request more information. The subsequent dynamic loading of page elements allows the retrieval of content that can only be created through special sequences of user behaviour. By entering information into the appropriate fields (partly also by directly requesting the URL), screen scraping applications can log in as users – if the login data is available – and gain access to data that is classified as “non-public” by the queried website. By doing this (in addition to prior registration) the user usually accepts the terms of use – either implicitly or explicitly by clicking on the corresponding fields. By using interactive elements, clicking on hyperlinks (also referred to as crawling or spidering), or generating URL variations, the majority of the services offered on internet platforms can be explored and retrieved without knowing the correct URL or page lists from the start.

Many research projects in the social, behavioural, and economic sciences now use screen scraping methods. This is often necessary, e.g., for researching products and prices, because the relevant internet platforms only rarely offer public interfaces. Such research includes, among others, price developments on hotel or holiday apartment booking platforms (Gyödi 2017), rental trends on online classified ad platforms (Boeing and Waddell 2016), algorithmic pricing on shopping platforms (Chen/Mislove/Wilson 2016), or price index forecasts for consumer goods on the websites of large retail chains (Powell et al. 2017).

Web scraping – and particularly screen scraping – is popular in many other research fields as well. Topics that have been studied include:

- Ethnic segregation, studied by web scraping reviews on restaurant review sites (Davis et al. 2019)
- Variations in qualification requirements on job platforms (Verma et al. 2019)
- Inequality on freelance job websites (Hannack et al. 2017)
- Dynamics of political reporting and consumption on the internet (Ørmen 2019)
- New indicators, for example for innovation (Kinne and Axenbeck 2018)

Today, web scraping is of special importance in practical research. Its relevance for research is presented in chapter 3, using a specific case as an example, along with the central points of the legal opinion obtained by the German Data Forum (RatSWD), including the resulting recommendations for action.

### 2.4 Open data and the Freedom of Information Act

In addition to the access paths to big data that were discussed earlier, open data and the German Freedom of Information Act potentially allow access to political and administrative data. Generally, data of this kind are not compiled for research – as is the case with big data. The volumes of data need not necessarily be huge. However, special restrictions apply when using the data for academic research, similar to the data access path discussed above.

**Open data**

The term “open data” applies to machine-readable and structured data that allow free use, re-use, and sharing by everyone. According to the definition of open data, the only conditions for using open data are to name the source, or note that the information is open source, in order to ensure transparency. Open data must not include any personal data or data that is subject to data protection regulations.
Different from processed data, which often are legally protected, open data usually include text and images, as well as tables, maps, or databases. Such data are also referred to as raw data and are used as the basis for processed information. They can originate from very different areas of society: geodata, cultural data, data from science and research, or weather and environmental data.

Open data
Open data are all data assets made available in the public’s interest without restrictions for free use, dissemination, and re-publishing. This includes, for example, teaching materials, geodata, statistics, transport information, academic publications, medical research findings, or radio or TV broadcasts. Open data are not exclusively understood to be data assets from public administrations, because private enterprises, universities, and radio stations, or non-profit organisations also generate them (von Lucke and Geiger 2010: 3). Licences serve to identify and regulate the free use of these data. (ibid.).

Linked open data
Linked open data are all data that are interlinked with other data via the World Wide Web and made available in the public’s interest without restrictions for free use, dissemination, and re-publishing. (von Lucke and Geiger 2010: 4). Added value is created if databases that were not previously linked are merged, resulting in new findings. Especially the easy addressability of data assets on the internet lowers the bars for data retrieval. By means of Uniform Resource Identifiers (URI) and the Resource Description Framework (RDF), subsets of data, information, and knowledge can be prepared, shared, exported, or linked (ibid.: 3).

The German Freedom of Information Act (IFG)
Freedom of Information is a general and basic right to view public documents and files stored by public administrations. It can be exercised by individual citizens but also within the framework of journalistic or academic research activities or projects. To this effect, public offices and authorities can, for example, be obligated to make their files and processes public (principle of public access) or accessible (transparency of administration) and to define binding quality standards for access.

The Freedom of Information Act (IFG), which regulates access to information from the federal government, is how freedom of information is regulated in Germany. Until now, thirteen of the German Länder (states) have passed similar laws for their own jurisdictions. Bavaria, Lower Saxony, and Saxony, however, do not have any Freedom of Information Acts at the state (Land) level.
The IFG contains many exceptions that restrict or fully deny the right of access to information:

- Freedom of information exclusively refers to completed and documented processes and therefore does not grant access to ongoing projects (sec. 3 Protection of public interests, sec. 4 Protection of administrative decision-making processes).

- Freedom of information excludes personal data (sec. 5) and company data (sec. 6). Access to personal data can therefore only be granted if the applicant's interest in information outweighs the data subject's protectable interest or if the data subject has consented. There is no entitlement to access personnel files and personnel management systems. Information about the names or work addresses of employees, however, should generally be made available. The same applies to information about experts and appraisers.

Every individual or legal entity under private law is entitled to file applications (e.g., registered associations). Civic action groups and associations that are not acting as legal entities under private law are not entitled to apply.

Generally, applications need not be substantiated. Exceptions are made only in the event of infringements of third-party rights or to protect intellectual property or trade secrets. In that case, providing reasons is necessary to allow any third parties that must be notified by the authorities to decide whether or not they wish to consent.

Notes and recommendations:

In view of their potential use and depending on the type of data, open data and data that are requested under the IFG should be made available in a structured and machine-readable form.

It should be possible to find, search, and filter open data, and to process them using other applications. Currently, data provided by government offices are often only available as PDF files and therefore cannot be easily processed for research. Moreover, it should become easier to find such data, e.g., through suitable search engine optimisation or central listings (e.g., in the form of metadatabases).
3 Web scraping: data access and research data management

A common feature of individual and institutional access to big data is that they are based on contracts or binding agreements. The legal framework for open data and freedom of information is based on special laws at the federal and state (Landes) level. With respect to web scraping, there are major uncertainties as to what is permitted or required under the law. This concerns the use of interfaces, but also the use of screen scraping methods that involve the retrieval of information from websites made for humans. Therefore, the German Data Forum (RatSWD) obtained a legal opinion from the Robotics Law Research Centre at Julius Maximilian University of Würzburg on the legal framework for these access paths. The following pages contain a brief overview of the potential of web scraping for research and a summary of the key points from the expert opinion. The full expert opinion can be found in the Appendix.17

3.1 Case study: reputation and collaboration in anonymous online marketplaces

Many studies in the social, behavioural, and economic sciences use web scraping in order to, e.g., enrich their own data with data from the internet or to use these internet data as stand-alone data sources for descriptive or analytical, old or new research problems. An example is a study by Diekmann et al. (2014), published in the American Sociological Review, which explores the relationship between reputation and collaboration in anonymous online marketplaces. This study is especially interesting because it uses new data sources and measurement techniques to examine long-existing problems. Moreover, there is a wide range of other studies that use these data for new research questions (for an overview, see Gosling and Mason 2015).

Trust, reciprocity, and reputation are considered essential requirements for collaboration in social relationships, whether private or business in nature. Every exchange between anonymous stakeholders bears risks because every stakeholder may act more or less cooperatively or fraudulently. Repeated interactions between the same stakeholders reduce such problems because former experiences influence mutual expectations with respect to future interactions.

Users of anonymous internet auctions do not have any interaction history because sellers and buyers usually only interact once. Furthermore, fraudulent actions by one or the other party often cannot be prosecuted. Online marketplaces counter this lack of institutional safeguards for economic transactions by establishing reputation systems. The effectiveness of these reputation systems is based on the willingness of buyers and sellers to mutually rate each other after transactions have been completed. This is not a matter of course as reputation systems – representing a collective good – can be used by all stakeholders (free of charge) even if some do not participate themselves, i.e. do not provide any ratings. In their study, Diekmann et al. examined the mechanisms that are beneficial for collaborations of this kind. Firstly, they were specifically interested in whether the reputation itself has a market value that would make it rational for participants on online marketplaces to build a good reputation.

17 Note: In contrast to this paper, the expert opinion at one point describes screen scraping as being more “generic” than web scraping. In the legal opinion and this article, the umbrella term ‘web scraping’ refers to both the use of interfaces and the retrieval of data from websites. The statements in the legal opinion refer to web scraping.
Secondly, they studied the rating behaviour of participants because these (realistic) ratings are the foundation for effective reputation systems and thus the basis for functioning anonymous online marketplaces. They used auctions on the German-language version of the eBay platform as the data source. Relevant data were collected with screen scraping, and the researchers observed auctions for two selected products (mobile phones and DVDs). Over a period of one month, they collected data on the selected products from more than a million auctions. After the auctions were completed, the following information was collected by means of screen scraping:

1) Item page of the auction including HTML code;
2) List of bidders;
3) Seller and buyer profile pages;
4) Seller and buyer product pages;
5) Former ratings of the participants (rating history).

This one-month full survey was used to make a selection based on content so that ultimately 350,000 auctions could be analysed. The details of this data collection were published in an online supplement. Interested researchers can find the data and also the analysis scripts online so that it should be possible to replicate the analyses.

Whether auctions were successful was measured by two indicators: (1) sale (yes/no) and (2) achieved sales price. The reputations of sellers and buyers were measured by the number of positive and negative ratings. The rating behaviour after successful auctions was measured using different indicators, e.g., days until sellers and/or buyers rated transactions, the types of ratings (positive, negative, neutral), and former ratings submitted by the two parties for each other. It can further be stated that although the subject of the study was the behaviour of the individuals, the products (or auctions) were monitored and analysed, not the individuals.

The main findings of this study support the theory that reputations have a market value. In line with other studies, the authors found that a seller’s positive (negative) reputation can have a positive (negative) effect on the probability of a sale and on the sales price. Furthermore, it showed that rating behaviour is strongly influenced by the principle of reciprocity: As soon as one of the parties rated the other, the probability of the other party also submitting a rating increased significantly. Alongside the principle of reciprocity, the authors noted another affect, characterised as altruistic. Buyers tended to rate sellers with very few positive ratings rather positively while sellers with many positive ratings were rated more negatively. If stakeholders had rated each other for previous transactions, the probability of a new rating was lower.

20 According to Diekmann et al. (2014), this could indicate the willingness of (happy) buyers to help sellers build their reputation.
3.2 Collection, archiving, and secondary use of data

3.2.1 Data access

The expert opinion “Web scraping in independent academic research” by the Robotics Law Research Centre (FoRoRe) discusses data access and data archiving via web scraping under the aspect of competition law, copyright law, and general civil law. In this regard, the copyright act (UrhG) is particularly relevant for restrictions on use (Vogel and Hilgendorf 2020: 33). Especially the limitations rule under sec. 60d UrhG addresses the privileges of non-commercial academic research. While web scraping for commercial use requires consent and can be subject to claims for injunctive relief or damages in the event of violations, consent is not required for independent academic research if certain conditions are fulfilled.

The legal opinion determined that the following criteria must be met to qualify as non-commercial academic research:

1) The information to be analysed must be publicly accessible. This also applies to information that can only be retrieved after paying a fee (ibid.: 46).

2) Technical protective measures intended to prevent web scraping must not be circumvented. The expert opinion lists robots.txt files as an example of protective measures (ibid.).

3) Academic research must be for non-commercial use only (ibid.).

4) “The use of scraping technologies must not cause any technical damage to the operator’s website [...]” (ibid.). Damage would occur, for example, “[...] where the mass retrieval of data severely strains or even overloads the server infrastructure and the proper operation of the website or database cannot be maintained – even if this is only temporarily the case” (ibid.: 44).

5) The rights holder is entitled to payment of an appropriate remuneration. This claim to remuneration can only be asserted by a collection society and not by the rightholders themselves. The institution where the researcher is employed owes this remuneration (ibid.: 45f.).

The last point especially implies that the rightholders of websites should be contacted before web scraping activities are carried out. After all, “[...] the parties negotiating the compensation will usually agree to the amount and type of remuneration” (ibid.: 45).

Contacting the other party is also recommended because it has not been conclusively clarified whether the place of a potential violation of copyrights in the event of a cross-border data transfer would be deemed to be the location of the server or the location of the scraper - in which case the copyright law of the server location would apply (ibid.: 48).

The retrieval of data via API usually results in the conclusion of a contract between the rightholder and the researcher. The latter consents to the terms of use. The legitimacy of such web scraping activities will then be subject to this contract (ibid.: 47f.).
3.2.2 Archiving and secondary use

If material obtained via web scraping contains personal data, the European General Data Protection Regulation (GDPR) must of course be observed (Vogel and Hilgendorf 2020: 47). Personal data is “[…] any information relating to an identified or identifiable natural person […]” (Art. 4 no. 1 GDPR). Irrespective of the data’s origin, researchers in Germany are subject to the German legal system (Vogel and Hilgendorf 2020: 48). The expert opinion points out that in the event of pseudonymisation, care must be taken that such data cannot be attributable to any identified or identifiable natural persons (ibid.: 49). For example, this would be the case if aliases contain the real names of the people using them.

Regarding the archiving and re-use of data collected through web scraping activities, the expert opinion further states that after a research project is completed, the data stored by the researcher must be deleted (= irretrievable deletion). For this purpose, researchers are recommended to draft a deletion plan in advance and then document their compliance with the deletion obligation. In this regard, completion of the research project also includes quality control steps, e.g., peer reviews (ibid.: 46).

However, a transfer to libraries, archives, museums, or educational institutions (privileged institutions within the meaning of sec. 60e and sec. 60f UrhG) is allowed to ensure long-term compliance reviews with respect to academic standards and to allow the use of the data in citations or as references (ibid.: 46f). There are no rulings yet as to whether research data centres (RDCs) are deemed privileged institutions or not (ibid.: 41). The expert opinion concludes that “RDCs can – insofar as they do not serve any direct or indirect commercial purpose – qualify as privileged institutions on their merits” (ibid.: 41f). Due to the heterogeneity of the RDCs accredited by the German Data Forum (RatSWD), however, no general statements can be made (ibid.: 42). Archiving institutions can provide the material they receive to other researchers for non-commercial research (ibid.: 46f). It is not clear whether such provision must be in a form that excludes printing or storage (ibid.: 41). Corpora obtained via web scraping generally may not be transferred to academic journals (ibid.: 42).
As explained in sections 2 and 3, individual access to private big data sources poses many challenges and uncertainties. Existing institutionalised data access paths and data collection via web scraping – even if the above recommendations are followed – cannot fulfil all the requirements that are necessary for sustainable and user-friendly data access for research. The German Data Forum (RatSWD) therefore suggests establishing independent research institutions or commissioning existing institutions with the task of acting as a fiduciary to provide standardised access to anonymised (micro)data from public or private big data sources.

A data trust would have to receive (micro)data from big data sources of certain companies on a contractual basis. This agreement would have to include provisions regulating which data can be transferred under which conditions, in which formats, and at which times. The data trust would have to act as a broker and represent the interests of both the researchers and the companies. For example, the data trust could demonstrate the added value that would be created for the companies when researchers analyse their data. An improved reputation would not be the only value added for companies; analyses of company data could also offer important insights into their activities, especially in the case of smaller enterprises. The data trust could also consult companies on the quality of their data sources or methods used.

The task of a data trust would be to develop and implement standardised access paths to anonymised (micro)data originating from big data sources for approved entities. The researchers would assist the data trust with respect to the related legal questions. It would be important that the data trust is an independent non-commercial and not-for-profit institution. The necessary infrastructure should therefore be financed by public research funding agencies, which could be a potential project for the National Research Data Infrastructure (NFDI)\(^{21}\).

---

\(^{21}\) National Research Data Infrastructure (NFDI) is a project of the Joint Science Conference (Gemeinsame Wissenschaftskonferenz – GWK) established by the federal and state governments. It is intended to connect and expand the existing research data infrastructures in Germany and provide user-friendly services for the research community. Further information can be found at: https://www.dfg.de/nfdi (last accessed: 07.05.2020).

---

International perspective

In the Netherlands, the collaboration between Statistics Netherlands (Centraal Bureau voor de Statistiek, CBS), and individual enterprises, e.g., from the mobile phone or energy sectors, is based on cooperation agreements that include provisions regarding added values for both parties.

Another model is the Social Science One initiative that originates from and focuses on the academic system in the US. Under this model, a board of renowned academics negotiates the provision of data by large private enterprises within the framework of common research perspectives and then issues calls for tenders for research projects to use these data. As yet, this kind of collaboration exists solely with Facebook. Government agencies are not directly involved. This project was initiated by Harvard University. For more information, see: https://socialscience.one/overview.
In addition to the actual provision of the data, the responsibilities of the data trust would include:

- Point of contact and interface between the research community and the producers of big data: The data trust can be contacted by researchers to assist them with gaining access to specific big data sources. The data trust can potentially make requests to producers of data to make more big data material available to researchers.
- Collection of tried and tested contracts and agreements for the regular provision of relevant data from big data sources
- Clarification of the legal requirements as to which entities have been approved for the use of data from big data sources, and under which conditions
- Clarification of the technical options for storing, processing, and linking data from heterogeneous big data sources
- Development of plans to anonymise and transfer data in accordance with the EU General Data Protection Regulation (GDPR) and the German Federal Data Protection Regulation
- Creation of suitable and standardised metadata descriptions of the managed data
- Provision of data in suitable and standardised formats to approved entities for user-friendly processing
- Consultation for interested entities about specific data requests and data uses

If data are transferred through a data trust, it would be generally helpful to have a legal framework that stipulated under which conditions data must be submitted to the data trust, and the requirements for providing data from big data sources that were processed by the data trust. This legal framework should limit the transfer of data from the data trust to certain user groups – with special emphasis in this regard on the research community and official statistics. Data access should be regulated and granted to each group accordingly.

**Research user group:**
Independent researchers are interested in analysing data originating from big data sources, and use these analyses to answer their research questions or participate in discussions within national or international research communities. Access to data from big data sources would clearly improve the conditions for empirical science in Germany, and thus the international competitiveness of this field. In this context, it is essential for researchers that the findings of these analyses can be published and that analyses can be replicated by researchers working with the same datasets. It would be the data trust’s responsibility to share the data while adhering to these basic conditions.

**Official statistics user group:**
Official statistics are interested in the use of data from big data sources, among others, to supplement their official data compilations with new content, to improve quality, and to keep data up to date. Potentially, the use of big data could help reduce obligations to collect and supply information. For such purposes, it would have to be ensured that the data trust provides microdata to the extent necessary.
This could lead to the data being integrated into the official statistics and thus becoming part of the data collection, processing, and publishing programme. If this were the case, it should be possible to make statistics enriched with big data available via the research data centres (RDC) of the federal and state statistical offices for academic purposes in accordance with the applicable regulations. To this effect, the German Statistical Advisory Committee (Statistischer Beirat) stated in its recommendations on the development of official statistics: Today, the data in the official statistics are mainly provided to the research community via their RDCs in compliance with the statutory requirements. In the future, this should also be possible for the new digital data processed in official statistics. Furthermore, findings from the official statistics must remain accessible for academic review (Statistischer Beirat 2018: 11).

A concept of how data could be provided by the data trust to the approved user groups (research community and official statistics) needs specification. It would be reasonable to use the current infrastructure and the current regulations for the RDCs of the federal and state statistical offices as templates. Among others, the following conditions could apply:

- Access to data from big data sources is granted to all users from the approved user groups (e.g., academic institutions, statistical offices) based on applications that must include information about, among others, the purposes for which the data are to be used.
- The use of the data is subject to a time limit that can differ depending on the user group (for research, this might be the duration of a project; for official statistics, the duration of a specific survey).
- The data can be used repeatedly by the same user as long as the purpose of use is admissible.
- The same (standardised) data and metadata can also be used by other users from approved user groups (e.g., other academic institutions, other statistical offices).
- In accordance with the legal basis, access to data depends on their degree of anonymisation. The bar for access to aggregated or de facto anonymised data could be lower than for access to less anonymised microdata.
- In accordance with the legal basis, access to data is based on the user group. Official statistics offices could receive some of the data through other channels and in other formats than the research community.
- Publications of findings based on the use of the data must name the sources used.
- Institutions could cooperate with other organisations within the approved user groups when using the data.

Notes and recommendations
To strengthen the German research infrastructure in social, behavioural and economic sciences, the German Data Forum (RatSWD) suggests establishing independent research institutions or commissioning existing institutions with the task of providing standardised access to anonymised (micro)data from public or private big data sources on a trust basis. The infrastructure required for this could be a key issue for the dynamically developing National Research Data Infrastructure (NFDI).
5  **Glossary**

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AJAX</td>
<td>Asynchronous JavaScript and XML (web programming technique)</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>BDSG</td>
<td>German Federal Data Protection Act</td>
</tr>
<tr>
<td>BGB</td>
<td>German Civil Code</td>
</tr>
<tr>
<td>BGH</td>
<td>German Federal Supreme Court</td>
</tr>
<tr>
<td>Crawling</td>
<td>Retrieval of documents from the internet that can be obtained by following hyperlinks. The hyperlinks to these documents are also starting points for further queries.</td>
</tr>
<tr>
<td>CSS</td>
<td>Cascading Style Sheets (style language used to design digital, mostly web-based documents)</td>
</tr>
<tr>
<td>Destatis</td>
<td>Federal Statistical Office (Germany)</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>CJEU</td>
<td>European Court of Justice</td>
</tr>
<tr>
<td>RDC</td>
<td>Research data centre</td>
</tr>
<tr>
<td>GWK</td>
<td>Joint Science Conference (coordinates joint funding for the science community from the federal and state governments in Germany)</td>
</tr>
<tr>
<td>HTML</td>
<td>Hypertext Markup Language (text-based markup language)</td>
</tr>
<tr>
<td>IFG</td>
<td>Freedom of Information Act</td>
</tr>
<tr>
<td>IP</td>
<td>Internet protocol</td>
</tr>
<tr>
<td>LG</td>
<td>Regional court</td>
</tr>
<tr>
<td>LOD</td>
<td>Linked open data (standardised, retrievable, clearly identifiable data that are freely available on the internet)</td>
</tr>
<tr>
<td>NFDI</td>
<td>National Research Data Infrastructure (Germany)</td>
</tr>
<tr>
<td>NSF</td>
<td>National Science Foundation (Research funding agencies USA)</td>
</tr>
<tr>
<td>OLG</td>
<td>Higher regional court in Germany</td>
</tr>
<tr>
<td>PDF</td>
<td>Portable Document Format (file format)</td>
</tr>
<tr>
<td>RatSWD</td>
<td>Rat für Sozial- und Wirtschaftsdaten (German Data Forum)</td>
</tr>
<tr>
<td>RDF</td>
<td>Resource Description Framework (formal language for the provision of metadata on the internet)</td>
</tr>
<tr>
<td>RL</td>
<td>Directive</td>
</tr>
<tr>
<td>RWI</td>
<td>Leibniz Institute for Economic Research</td>
</tr>
<tr>
<td>Screen Scraping</td>
<td>Collection of information by targeted extraction of data that are used to (typo)graphically present contents on users’ end devices (sub-concept of web scraping)</td>
</tr>
<tr>
<td>Smart Meter</td>
<td>Digital meter and consumption meter, for example, for electrical energy, natural gas, district heating, or water</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SMS</td>
<td>Short message service (telecommunication service for text-based short messages)</td>
</tr>
<tr>
<td>Spidering</td>
<td>See “Crawling”</td>
</tr>
<tr>
<td>UrbG</td>
<td>Act on Copyright and Related Rights</td>
</tr>
<tr>
<td>UrbWissG</td>
<td>Act to adjust the copyright law to the current requirements of a knowledge society</td>
</tr>
<tr>
<td>URI</td>
<td>Uniform Resource Identifier (identifier for resources on the internet)</td>
</tr>
<tr>
<td>URL</td>
<td>Uniform Resource Locator (naming standard for network resources)</td>
</tr>
<tr>
<td>UWG</td>
<td>Act against Unfair Competition</td>
</tr>
<tr>
<td>Web Scraping</td>
<td>Collection of information by targeted extraction of data that are available on the World Wide Web (see also “Screen Scraping” for further differentiation)</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
</tbody>
</table>
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Executive Summary

In social, behavioural and economic research, we witness an increasing use of web scraping technology to automatically retrieve and compile data that are publicly available on the internet. This makes it easier to discover anomalies and correlations that would be hard or even impossible to find manually due to the large amounts of data.

However, from a legal point of view, there are concerns regarding the legitimacy of this method. Questions particularly arise under competition, copyright and general civil law. This expert opinion finds that web scraping for academic research does not have any implications under competition law because this research does not usually involve any “commercial activity” that could give reason to such implications. In order to evaluate the permissibility of web scraping for academic research from a copyright perspective, more profound justification is needed. The queried websites and databases are mainly protected works or database works within the meaning of the copyright act (UrhG). Consequently, every use of the information – and this also applies to web scraping – would be subject to consent and compensation and could result in serious claims for injunctive relief or damages in the event of violations. The German legislators responded to some – in part contradictory – decisions of the highest courts, the German Federal Court of Justice (BGH) and the European Court of Justice (CJEU), and included a limitation rule in the copyright act (UrhG) that applies to academic research and, under certain circumstances, exempts text and data mining, as is practised in web scraping, from the requirement of consent. Researchers can generally assume that their activities are permissible under copyright law, whereas the legitimacy of commercial scrapers is highly questionable. Often, contractual provisions do not exist for scraping processes, and, if applied wisely, the virtual property rights (Hausrecht) of website operators do not contradict scraping operations.

Finally, this expert opinion determines some criteria for the use of web scraping in academic research based on the discussions of the legal position and for the matters of archiving and provision following the scraping process.

As a result, it can be noted that, from a legal perspective, scientists can certainly use the method of web scraping to support their research activities; however, they must comply with several requirements to avoid any conflicts with the law.
A. Introduction and problem statement

In a data-driven society with a global data volume that is expected to multiply tenfold between 2016 and 2025, from 16.1 to 163 zettabyte (Seagate n. d.), the value of data increases in proportion to the growing number of options to link and analyse it. Big data is no longer just a fashionable buzzword but has become an established business practise that will generate sales of €6.4 billion in 2018 in Germany alone (Bitkom 2018). This upswing confirms the frequently quoted comparison of data being the "new oil"; consequently, establishing new data sources has become extremely important.

In recent years, a wide range of methods have been developed for this purpose. Web scraping is a technique for automatically retrieving contents from third-party databases. It is important to differentiate web scraping from the more generic term “screen scraping”. Web scraping involves the retrieval of data from websites or databases provided by websites (e.g. programming interfaces [API]) (von Schönfeld 2018: 25). The following explanations refer to this use case. Search engines are common use cases that extract masses of data from websites – for example from hotels – and display them in the form of a list of available hotel rooms, including rates, for the customers. The resulting “follow-up market” and its comparison platforms have gained enormous economic and social relevance (Schapiro and Zdanowiecki 2015: 497(498)). More and more consumers now prefer these comparison platforms to the proprietary websites of retailers or providers of goods and services (Bitkom 2013: 32f). Conflicts between the relevant providers and web scrapers are therefore almost inevitable (Schapiro and Zdanowiecki 2015: 497(498)).

Nonetheless, web scraping has gained popularity not only for business purposes. The various disciplines of academic research that depend on analysing large volumes of data increasingly use this technology for their own benefit to automatically retrieve data from publicly accessible databases. This saves time and allows researchers to reserve their manpower for the subsequent analysis of the large volumes of data. Moreover, growing computer capacities enable researchers to find correlations and anomalies that would have been overlooked in manual analyses or when using traditional methods, simply due to the huge volumes of data (cf. Mörike 2018: 2).

From a technical perspective, web scraping usually involves two basic steps: first, a web bot (also referred to as a crawler) accesses a website. Then, the information there is analysed and extracted, if necessary (von Schönfeld 2018: 51). The problem is that websites are designed to be accessed by people and not by machines. Often there are no machine-readable versions of the accessed websites are available, which, as a result, considerably impairs the retrieval of data (Kukulenz 2008: 22). Nevertheless, as the technological developments advance, the options for differentiating between relevant and irrelevant information also increase.

---

1 Former EU commissioner Meglena Kuneva with respect to personal data in a speech in Brussels on 31 March 2009 – SPEECH/09/156 (“Personal data is the new oil of the Internet and the new currency of the digital world.”).
In summary, web scraping can be described as a “generic term for an algorithm-based method to retrieve publicly-accessible information and data from the World Wide Web by technological means. For this purpose, a screen scraping program simulates human behaviour to gain access to websites, retrieve, and then analyse the available information and data” (von Schönfeld 2018: 58).

The legal limits of web scraping have yet to be clarified. The same is true for the requirements that must be fulfilled – especially within the context of academic research. The interests of academic researchers differ greatly from those of commercial services such as comparison platforms; after all, researchers do not practice scraping for purely pecuniary reasons. Instead, the interests of database or website providers must be aligned with the (general or public) interest of unhindered academic research as much as possible.
B. Legal requirements

For the most part, the legitimacy of web scraping must be evaluated by considering three fields of law. Firstly, problems could arise under competition law. Especially when web scraping is used for flight agency and price comparison platforms, conflicts with the law against unfair competition (UWG) are almost inevitable. Whether such conflicts also arise within the context of academic research must first be explored.

Secondly, the implications under copyright law are considerably more relevant and must therefore be analysed in more depth. Databases and their authors (or makers) benefit from a wide range of protections under the copyright act (UrhG). However, the legislators have recently privileged the access to third-party database works for the purpose of academic research. Following a series of divergent decisions of the highest courts, the issue of the legitimacy of web scraping under copyright law may now be conclusively settled.

Lastly, considerations under contract law must not be neglected: depending on the design of the “scraped” database, a user licence agreement could limit retrieval options. The unauthorised use of web crawlers, in particular, could interfere with a website operator’s “virtual property rights” (Hausrecht).

I. Competition law

Implications under competition law are often discussed when it comes to a legal evaluation of web scraping. The German Federal Court of Justice (BGH) has considered these issues from the perspective of competition law several times. The legal matter that is mainly regulated in the law against unfair competition (UWG) involves prohibitions of certain actions and penalties for violations of its provisions, sometimes even sentences under criminal law.

Within the context of web scraping, discussions mostly involve violations of the provisions under the Act against Unfair Competition pertaining to imitations (sec. 4 no. 3 UWG), the deliberate obstruction of competitors (Sec 4 no. 4 UWG), and misleading competitive information (sec. 5 para. 1 sentence 2 no. 1 UWG). All of these practices are illegal, giving reason to the legal consequences listed under sec. 8 et. seq. UWG such as claims for injunctive relief or damages. A common requirement for all these provisions, however, is the existence of a commercial practice as defined under sec. 2 para. 1 no. 1 UWG.

Sec. 2 UWG [Act against Unfair Competition] – definitions

(1) Within the meaning of this Act the following definitions shall apply:

1. “Commercial practise” means any conduct by a person for the benefit of that person’s or a third party’s business before, during or after the conclusion of a business transaction, which conduct is objectively connected with promoting the sale or the procurement of goods or services, or with the conclusion or the performance of a contract concerning goods or services; “goods” shall be deemed to include immovable property as well, and “services” to also include rights and obligations;

According to this definition, web scraping would have to be objectively related to promoting the sale or purchase of goods and services or to concluding or executing a contract pertaining to goods or services. Academic research is usually not connected to such purposes, which means that there will not generally be any conflicts under competition law when web scraping is carried out by researchers (cf. also Mörike 2018: 4).

2 https://www.gesetze-im-internet.de/englisch_uwg/englisch_uwg.html (last accessed: 07.05.2020). This translation is not binding and has no legal effect for compliance or enforcement purposes (cf. https://www.gesetze-im-internet.de/Teilliste_translations.html (last accessed: 07.05.2020)).
II. Copyright

Copyright is one of the key rights regarding intellectual property and is largely codified within the German legal system in the German Act on Copyright and Related Rights (UrhG). The rules of the act grant primary and subjective exclusive rights (exploitation rights) if the requirements for protection are fulfilled (particularly if personal intellectual creations are involved) (Rehbinder and Peukert 2019: Sec. 1 marginal nos. 7, 9). It is designed to protect owners of copyrights and related proprietary rights and their personal and intellectual relationships to their works and to ensure that an exploitation by third parties is appropriately compensated (Nordemann 2014: Einleitung UrhG marginal no. 8).

Web scraping could violate the relevant proprietary rights of the initiators of the queried website or database.

1. Protection of database works, sec. 4 para. 2 UrhG

Operators of a queried website or database could benefit from database work protection under sec. 4 para. 2 UrhG. Within the meaning of this provision, database works are compilations whose elements are systematically or methodically arranged and individually accessible. In order for a database or website to qualify as a compilation, the selection or arrangement of its content must be the author’s own intellectual creation (Sec. 4 para. 1 UrhG).1 The decisive factor is whether it is possible to make discretionary decisions; this is not the case if a selection or arrangement must be sorted according to strict criteria (for example, alphabetically or chronologically) (Marquardt 2014: Sec. 4 marginal no. 9; Kotthoff 2013: Sec. 4 marginal no. 8). Simply collecting and updating data in a database, including a website, therefore does not achieve the required degree of creativity and, as a consequence, does not meet the criteria to qualify as a work (Leupold and Demisch 2000: Sec. 4 marginal no. 10; Schapiro and Zdanowiecki 2015: 497 (499)). Most of the scraped contents do not qualify as database works within the meaning of the provision so that the protection of their authors according to sec. 4 para. 2 UrhG does not conflict with web scraping processes (cf. also von Schönfeld 2018: 191).

2. Protection of database makers, sec. 87a, 87b UrhG

Sec. 87a et. seq. UrhG, which are based on Directive 96/9/EC of the European Parliament and of the Council on the legal protection of databases4, grant protection to the makers of databases, referred to as sui generis database rights, in recognition of the investment that is made in compiling a database (Dreier 2018: before Sec. 87a et. seq. marginal no. 1). According to sec. 87b para. 1 sentence 1 UrhG, it is the exclusive right of a database maker to copy, disseminate or publish a database in full or essential parts of it. Nonetheless, these provisions do not protect the contents of a database, for example in the form of individual data records or information. Such protection is instead provided for the compilation and systematising of a database (cf. von Schönfeld 2018: 205). Creativity is not a requirement – as opposed to the protection of a database work as set out under sec. 4 para. 2 UrhG (Kotthoff 2013: Sec. 87a marginal no. 1). In order for someone to qualify as maker, it is not relevant whether or not they did in fact create or maintain the database; the relevant factor is instead who bears the economic risk – that is the costs – of its operation (Shapiro and Zdanowiecki 2015: 497 (499)).

a) Suitable object of protection

To qualify as a suitable object of protection in the meaning as set out under sec. 87a para. 1 UrhG, a database must consist of independent elements that are systematically or methodically arranged and individually accessible by electronic or other means; in addition, the obtaining, verification, or presentation must require substantial investment.5

In the area of e-commerce, platform databases and databases such as, for example, review sites, online marketplaces for vehicles, or flight schedule databases are generally considered to be databases

---

1 Cf. also CJEU, judgment of 01 March 2012 – C-604/10 – Football Dataco.
3 Insofar, the definitions of the terms are identical with those in Art. 1 para. 2 of the database directive 96/9/EC.
within the meaning of sec. 87a para. 1 sentence 1 UrhG. Assessments as to whether static HTML code can qualify as a database within this meaning differ in the jurisprudential literature. Despite the broad definition of the term database as intended by the EU legislators, it would be difficult to claim that plain HTML code meets the requirements set out in sec. 87a para. 1 UrhG. After all, an aggregation of digital data in the form of HTML code does not serve to make individual elements of a database available to users but solely to display the website (von Schönfeld 2018: 213: likewise, Schack 2001: 9 (11f)). Nonetheless, websites that provide search functions and thus allow users to directly access individual elements of a website meet the criteria of a database (von Schönfeld 2018: 214). As a rule, however, websites that define themselves as collections of independent elements (e.g. online lexicons or online encyclopaedia) do meet these requirements (Thum and Hermes 2014: Sec. 87a marginal no. 94; Vogel 2017: Sec. 87a marginal no. 28). Social media platforms, such as Facebook and Twitter that are based on content management systems (CMS) like most other dynamic Web 2.0 websites must be classified as databases within the meaning of sec. 87a para. 1 UrhG because the CMS stores the contents in databases and makes them available for quick retrieval through indices (Thum and Hermes 2014: Sec. 87a marginal no. 95).

According to rulings of the German Federal Court of Justice (BGH), a significant investment can be assumed to exist if under objective considerations, the effort required to create the database were considerable and could not be easily provided by anyone. The required effort to obtain, verify, or present the contents of the queried database or website determines whether a suitable object of protection exists or not.

b) Web scraping as an act of exploitation

After a compilation of third-party content has been positively classified as a database within the meaning of sec. 87a para. 1 sentence 1 UrhG, the question arises whether the technological process of web scraping represents an act of exploitation that potentially impairs the database maker’s rights or not. According to sec. 87b para. 1 sentence 1 UrhG, it is the exclusive right of a database maker to copy, disseminate, or publish the database in full or essential parts of it. The decisive question therefore is whether essential elements of a database are copied during the automated mass retrieval of data through web scraping.

aa) Precedents in Germany

Thus far, the precedents in the context of web scraping have not followed a uniform guideline or allowed for the establishment of certain principles. In the “Online market place for automobiles” case regarding the permissibility of scraping services, the Hamburg regional court ruled in favour of the maker of the database and found the scraping to represent a copying of substantial parts of the database. Copying must be assumed if the use of a part of the database posed the risk of causing “considerable damage to the amortisation of the investment for the maker of the database”. The Hanseatic higher regional court reversed this decision and their decision was finally confirmed by the BGH as the court of appeal. The BGH based its ruling on the conviction that the provider of the scraping software was not the main violator of the rights of the maker of the database but that the violation was committed by the user alone.

In a more recent case regarding this issue, in which the airline Ryanair defended itself against an air travel comparison platform, the Hanseatic higher regional court concurred with this argumentation.
by deciding in favour of the latter.\textsuperscript{13} Although the BGH, as the court of last resort, had to try this case, it did not have to make a decision on whether the rights of the maker of the database had been infringed on in this decision in this respect had already become final and conclusive.\textsuperscript{14} Therefore, the question of the permissibility of web scraping under the database-related laws was considered closed for Germany (Schapiro and Zdanowiecki 2015: 497(499); approved by von Schönfeld 2018: 244).

\textbf{bb) Precedents of the European Court of Justice}

Two judgments that were later passed by the European Court of Justice (CJEU) have materially challenged the German rulings.

\textbf{(i) “Innoweb/Wegener” decision}

This precedent was based on the “Innoweb/Wegener” decision in which the CJEU banned web scraping via what is referred to as a metasearch engine.\textsuperscript{15} Similar to the earlier BGH ruling in the “online market place for automobiles” case, the issue involved a website that allowed users to search for specific vehicles offered for sale via a search engine and different search criteria. This website browsed third-party websites, matching them against the entered parameters, searched their databases, and finally presented the relevant hits as search results on their own website (cf. Schapiro and Zdanowiecki 2015: 497(499)). As opposed to the BGH, the CJEU set a lower bar for the protection of database maker rights: even the provision of a platform qualified as an infringement of database maker rights so that the actions of the users were no longer relevant factors in the decision.\textsuperscript{16} The differences of opinion are mainly due to the fact that the European Database Directive 96/9/EC considered the range of uses reserved for the makers of databases to be much broader (“extraction” and “re-utilization”, Art. 7 para. 2 of the directive) than the German legislators did (“reproduction”, “distribution”, or “communication to the public”, sec. 87b, para. 1 UrhG) (Schapiro and Zdanowiecki 2015: 497(499)).

\begin{table}[h]
\centering
\begin{tabular}{|l|}
\hline
\textbf{Article 7 Directive 96/9/EC – object of protection} \tabularnewline
\hline
(2) For this chapter, the following definitions apply: \tabularnewline
\hline
\textbf{a)} “Extraction” means the permanent or temporary transfer of all or a substantial part of the contents of a database to another medium by any means or in any form. \tabularnewline
\hline
\textbf{b)} “Re-utilization” means any form of making available to the public all or a substantial part of the contents of a database by the distribution of copies, by renting, by on-line or other forms of transmission. The first sale of a copy of a database within the Community by the rightholder or with his consent shall exhaust the right to control resale of that copy within the Community. Public lending is not an act of extraction or re-utilization. \tabularnewline
\hline
\end{tabular}
\end{table}

Especially the omnibus clause “or any other form of transmission” within the meaning of Art. 7 para. 2 letter b of the Directive is traditionally interpreted in a broad sense and this was also applied in the CJEU decision (cf. Schapiro and Zdanowiecki 2015: 497(499) with further references). As opposed to the BGH, the CJEU puts less emphasis on the technical functionality and instead deemed it highly relevant to protect the investment of the database maker (Schapiro and Zdanowiecki 2015:497(500)).\textsuperscript{17} Consequently, in this specific case, the CJEU considered the web scraping operations of the defendant platform operator to be an infringement of the claimant’s database maker rights and, as a result, the claimant to be entitled to assert claims for injunctive relief or damages (cf. to German law, sec. 97 UrhG).

Nonetheless, the decision in the “Innoweb/Wegener” case is not suitable as a precedent of general importance for all scraping situations: in its decision, the CJEU emphasised the very special circumstances of the case and generally described the platform as a “specialised metasearch engine”

\textsuperscript{13} OLG Hamburg, judgment of 24.10.2012 – 5 U 38/10, marginal no. 183f. (juris) = GRUR-RT 2012, 22946.
\textsuperscript{14} BGH, judgment of 30.04.2014 – 1 ZR 224/12, marginal no. 20 – On-line flight agency = MMR 2014, 740.
\textsuperscript{17} CJEU, judgment of 19.12.2013 – C-202/12, marginal no. 36 – Innoweb/Wegener = MMR 2014, 185.
Moreover, it established criteria for the applicability of its decision: its statements apply solely to metasearch engines “that provide a search form for end users that contains most of the same options as the database’s search form,” “that submits the end user’s queries to the search engine in real-time”, and “that displays the search results in the style of their website”.

(2) “Ryanair” decision

About a year later, another decision of the CJEU sparked further discussions about the permissibility of web scraping. After Ryanair took legal action against a flight comparison platform in the Netherlands, the CJEU decided in favour of the claimant - as opposed to the BGH in the earlier case. The reasoning for this, however, differed significantly from that in the “Innoweb/Wegener” case. The appeal courts in the Netherlands had ruled that the flight booking database on Ryanair’s website did not represent a database work or database in the meaning of the copyright act because it lacked significant investments in the collection and recording of contents in a database – the CJEU was bound by these findings in its decision (Schapiro and Zdanowiecki 2015: 497(500)).

The court then had to deal with the issue of whether a database that is not protected under the database directive, such as the Ryanair database, can nevertheless be lawfully queried in accordance with the limitation provisions as set out under Art. 6 and 8 of the directive. This was of importance due to the fact that Ryanair’s general terms and conditions, which users are required to accept prior to submitting a search request, expressly forbid screen scraping. Such a prohibition, however, impaired the users’ rights pursuant to Art. 6 para. 1 of the directive and, as a result, was invalid according to Art. 15 of the directive. The CJEU decided in favour of the claimant, Ryanair Ltd., that their database generally did not fall under the scope of this directive within this context (and therefore is not subject to the prohibition under Art. 15) and that the claimant was therefore allowed to forbid its users by contract to carry out scraping operations. To this extent, an infringement of the copyright or ancillary copyright on the part of the comparison platform did not exist; nevertheless, Ryanair could validly assert claims for injunctive relief based on the contractual provisions forbidding it. (Schapiro and Zdanowiecki 2015: 497(500)).

c) Interim Results

After the decisions of the BGH generally affirmed the permissibility of web scraping in Germany, the two decisions passed by the CJEU severely challenged this legal assessment. The highest court of the European Union gave the investment protection of the maker of the database much more weight than the German courts had. With regard to commercial scraping services, it will be interesting to see how the BGH responds to the latest CJEU decisions.

3. Limitation rule under sec. 60d UrhG

Within the context of academic research, which is relevant in this case, the German legislators were quicker to respond than the BGH. Under sec. 44a et seq. UrhG, the German copyright act declares that many use cases are permissible that would otherwise be protected under copyright law (Rehbinder and Peukert 2018: Sec. 1 marginal no. 17). In the event that the limitation rule applies, an infringement of copyrights including the consequences set out under sec. 97 et. seq. UrhG (right holder’s entitlement to injunctive relief, damages, etc.) does not take place. With the Act to Align Copyright Law with the Current Demands of the Knowledge-based Society (UrhWissG), which came into force on 01.03.2018, the legislators established new privileges for the use of copyrighted works for teaching, research, and institutions. This includes the newly stipulated limitation rule under sec. 60d UrhG that privileges text and data mining.

According to sec. 60d para. 1 UrhG, a large number of works is the basis and subject of an automated analysis. The term that is legally defined as “source material” in the act refers to a large and initially

19 EuGH, judgment of 15.01.2015 – C-30/14 – Ryanair = MMR 2015, 189.
21 EuGH, judgment of 15.01.2015 – C-30/14, marginal no. 39 – Ryanair = MMR 2015, 189.
22 Act to adjust the copyright law to the current requirements of a knowledge society of 01.09.2017, federal gazette: I 2017, p. 3346.
unstructured text and data volume comprising any type of protected contents (Hagemeier 2018: Sec. 60d marginal no. 6). This source material is then rendered machine-readable, for example, by normalising, structuring, and, if necessary, converting it (for example, PDF documents into XML data records). The resulting corpus is the compilation to be analysed, for example, through an automated search for statistical frequencies or correlations.

A basic requirement for the applicability of the limitation rule is that academic research is carried out exclusively for non-commercial purposes (sec. 60d para. 1 sentence 2 UrhG). This is the case if research is “not profit-driven” or “carried out in a public interest acknowledged by the state” (Hagemeier 2018: Sec. 60d marginal no. 8). On the contrary, if companies conduct research to develop and then market goods or services, this is deemed a commercial purpose. The created corpus (but not the source material (ibid.: Sec. 60d marginal no. 16)) can continue to be provided to a limited group of people for common academic research and to third parties to review the quality of the academic research according to sec. 60d para. 1 sentence 1 no. 2 UrhG (for example, via a common intranet (Mörike 2018:3)).

The law does not specify whether any other forms of reproduction are allowed beyond this. Construed literally, the wording would apply solely to the provision for viewing so that the corpus could only be made available in data formats that excluded printing or saving (Hagemeier 2018: Sec. 60d marginal no. 15). The saving, printing, or sending by e-mail (Leupold and Demisch 2000: 379(385)) would, in fact, represent copying within the meaning of sec. 16 UrhG, which is not covered by the wording under sec. 60d para. 1 sentence 1 no. 2 UrhG (Hagemeier 2018: Sec. 60d marginal no. 15). This problem is reminiscent of a lawsuit about the provision of works via electronic reading stations in libraries in which the CJEU found that a reproduction within the meaning of the underlying directive did not allow the printing or storing on a data medium but could allow subsequent utilisation under the limitation rule. Therefore, one author of jurisprudential literature considers the limitation rule under sec. 60c para. 1 and para. 3 UrhG to be proof that the corpus can be made available in a storable and printable data format (Hagemeier 2018: Sec. 60d marginal no. 15). However, because the wording of the law is imprecise in this regard, such an interpretation should be regarded with suspicion until the issue has been confirmed by the legislators or the courts.

Finally, the corpus and any reproductions of the collected material must be deleted after completion of the research activities pursuant to sec. 60d para. 3 UrhG. Submitting the corpus to a library or a comparable privileged institution within the meaning of sec. 60e and 60f UrhG is allowed, however. Besides libraries, the norms only list archives, museums, and educational institutions as privileged institutions. Whether research data centres (RDC) that are accredited by the RatSWD can qualify as privileged institutions within the meaning of the law must be determined by means of interpretation. Within the meaning of sec. 60e para. 1 UrhG, “libraries” are “publicly accessible libraries that have no direct or indirect commercial purpose”.

Public accessibility must be understood within the meaning of the provisions of sec. 15 para. 3 UrhG (Dreier 2018: Sec. 61 marginal no. 16). Accordingly, the institution must act primarily in the service of society; this service is not ruled out by the fact that the use of a database is subject to certain conditions (e.g. membership) (Hagemeier 2018: Sec. 60e marginal no. 19). By contrast, the user group must not be restricted to a certain group of people – it is, however, allowed to limit access to a defined group of people (e.g. students of a university) (ibid.). RDCs are generally accessible for independent academic research. Therefore, there is no restriction to a certain group of people but rather to an intended use. Insofar, RDCs qualify as publicly accessible. Whether they are considered libraries within the meaning of sec. 60e UrhG or archives in accordance with sec. 60f UrhG is ultimately irrelevant for the result because sec. 60d para. 3 sentence 2 UrhG does not differentiate in this regard. Therefore, RDCs can – insofar as they do not serve any direct or indirect commercial purpose –

23 Official reasoning, Bundestag paper 18/12329, p. 40.
24 Bundestag paper 18/12329, p. 40.
25 Bundestag paper 18/12329, p. 39.
qualify as privileged institutions on their merits, although individual assessments must be based on the concrete designs; general binding statements cannot be made due to the heterogeneity of the entities accredited by RatSWD. Moreover, it must be noted that due to the recentness of the provisions (effective date: 01.03.2018), there are no substantiating precedents and the interpretation herein represents an expert evaluation only.

The transfer of a corpus to a journal – if created using text and data mining techniques – would have to be verified according to the provisions of sec. 60d para. 3 sentence 2 UrhG and would likely not be permissible under the above-mentioned criteria because journals or their publishers do not represent publicly accessible institutions within the meaning as explained above.

By permitting transfers to privileged institutions, the provision intends to balance the interests of researchers and the interests of authors and publishers. After all, researchers must ensure the availability of the contents used for their research, for example, in order to verify whether they adhere to scientific standards. By contrast, it is mainly science publishers that are interested in preventing parallel databases of articles from emerging. However, according to the reasoning given by the legislators, researchers are no longer allowed to store corpus or source material themselves. In this respect, the law addresses the deletion obligation to the privileged parties under the limitation rule according to sec. 60d para. 1 UrhG. If there is more than one researcher (e.g. a consortium), it can be assumed that the head of the consortium is responsible for overseeing that all of the co-researchers delete the data accordingly. However, there are no concrete suggestions in this respect, neither in the law nor in its reasoning.

The ban on avoiding technical protection measures within the meaning of sec. 95a UrhG remains unaffected by the new limitation rule. If a website operator protects its contents against web scraping, for example through a robots.txt file, the scraper is not allowed to circumvent such protection measures (Morike 2018: 3). If users were in fact entitled to assert claims against rightholders in accordance with sec. 95b para. 1 sentence 1 no. 11 UrhG that allowed them to exercise their rights under sec. 60d UrhG, this would apply only to works that are accessible offline and would not be relevant for the purpose of web scraping (Raue 2017: 656(658)).

In summary, it can be concluded that web scraping can be assumed to be permissible within the context of academic research from a copyright perspective, insofar as the requirements under sec. 60d UrhG are met and the conditions thereunder are fulfilled (cf. also Morike 2018: 2f). Furthermore, it must be noted that sec. 60a through 60h UrhG only apply provisionally until 28.02.2023 and are not applicable after this date in accordance with sec. 142 para. 2 UrhG. This is due to the fact that the changes to this act are to be evaluated in 2022 after which a decision will be made as to whether they will continue to be valid or require modification.

27 Bundestag paper 18/12329, p. 41.
28 Bundestag paper 18/12329, p. 41 et. seq.
29 Cf. regarding technical protective measures against web scraping, von Schönfeld 2018: 60 et. seq.
30 Bundestag papers 18/12329, p. 49.
III. General civil law

Along with implications under competition or copyright law, issues of general civil law are also frequently discussed, especially with respect to “virtual property rights” (Hausrecht).

1. Contract law

Website operators can set conditions for the use of their web presence through contracts and thus prohibit, for example, the automated retrieval of data by means of web scraping.\textsuperscript{31} To obligate users to refrain from scraping activities, however, a valid contract must be concluded. A valid contract is concluded, for example, if a website can only be accessed after entering a login and user identification, following prior registration during which the user must consent to the terms of use. Simply visiting a website is not sufficient for the valid conclusion of a contract if such website only contains a simple note referencing the operator’s terms of use (Deutsch 2009, 1027 (1028)).\textsuperscript{32}

If the first is the case and a valid contract for use was concluded between the website operator and the user, the legitimacy of the provision that forbids scraping is subject to the provisions of sec. 305 et. seq. BGB (German Civil Code) regarding general terms and conditions (GTCs). According to this, the first criterion for the provision to be valid is that it qualifies as a GTC term or condition within the meaning as set out under sec. 305 para. 1 BGB, i.e., the contract terms were drafted for an indefinite number of contracts and unilaterally stipulated by one of the parties to the contract without any individual negotiations. This is usually the case with the terms of use for websites.

Furthermore, the clause must be validly incorporated into the contract. That means, the user of a website must be able to acknowledge the clause in an appropriate manner (sec. 305 para. 2 BGB). Links to terms of use that are hidden and cannot be easily found by website visitors do not meet this requirement so that such terms do not become part of the contract.

In a third step, the effectiveness of the substance of the clause is verified according to the provisions under sec. 307 et. seq. BGB. According to these, a contract term is invalid if it violates statutory provisions or unfairly disadvantages the other party to the contract. The concrete wording of a clause is decisive for evaluating the effectiveness of the substance so that general statements in this respect cannot be made (also Mörike 2018: 4).

Especially within the context of web scraping in academic research, another requirement must be taken into consideration: in addition to sec. 60d UrhG (see above), sec. 60g UrhG was introduced in conjunction with UrhWissG (the Act to Align Copyright Law with the Current Demands of the Knowledge-based Society); and para. 1 of sec. 60g UrhG provides that contract terms must not limit the uses allowed under sec. 60d UrhG. As a consequence, rightholders cannot rely on contract provisions that generally forbid web scraping if such web scraping falls under sec. 60d UrhG (Mörike 2018:4). However, this does not prevent them from taking protective technical measures that hinder or prevent web scraping. According to sec. 95b para. 3 UrhG, the obligation set out under sec. 95b para. 1 sentence 1 no. 11 UrhG to allow a text or data miner the use for privileged purposes as set out under sec. 60d UrhG does not apply to works made available online.

\textsuperscript{31} For example, Ryanair’s, terms of use, available at https://www.ryanair.com/de/de/CorporateLinks/nutzungsbedingungen, No. 3 (last accessed: 20.08.2018).

\textsuperscript{32} OLG Frankfurt/M., judgment of 05.03.2009 – 6 U 221/08.
2. Virtual property rights (*Hausrecht*)

Another obstacle under civil law could be virtual property rights (*Hausrecht*), the general existence and basic outline of which have been under discussion since the Bonn regional court\(^{33}\) and the Cologne higher regional court\(^{34}\) issued their rulings in 1999 and 2000, and the Munich higher regional court\(^{35}\) in 2007 (for general information on the discussion, cf. Maume 2007: 620 (623 et. seq.)). Traditional ‘physical’ property rights (*Hausrecht*) are generally derived from the ownership rules under Sec. 903, 1004 BGB [German Civil Code], and sec. 858 et. seq. BGB.\(^{36}\) Virtual property rights (*Hausrecht*), for example, allow operators of a website to exclude users from accessing or using their website by means of technical measures.\(^{37}\) A requirement for this is that a factual reason exists; an arbitrary ban on certain IP addresses is not allowed (Mörke 2018: 4).\(^{38}\)

It could be considered an offence under the prohibition of arbitrary action if an excluded scraper behaved like a typical human user, for example, by submitting a single query to a specific database (von Schönfeld 2018: 341). Irrespective of whether virtual property rights (*Hausrecht*) are recognised in a direct or analogous application of the above provisions, the question arises as to what extent they are able to prevent potential web scraping. The virtual property rights (*Hausrecht*) was developed to exclude people who disrupt ordinary operations (for example, through repeated insults in online forums) from further use. The purpose of the virtual property rights (*Hausrecht*) therefore is the prevention of further disruptions. That means, the relevant question is whether the web scraping method represents ‘normal’ behaviour or a disruption of operations (a valid argument ibid.: 341f.).

If an application programming interface (API) is used to retrieve data, disruptions of operations can be ruled out if the relevant conditions are fulfilled; after all, service providers usually offer APIs for this specific purpose. And even if there is no access to an API, automated data collection does not generally qualify as dishonest or abnormal user behaviour; such a treatment would unfairly disadvantage start-up companies operating in the area of innovative information services and thus hinder innovation (ibid.: 342). The boundary will have to be drawn where the mass retrieval of data severely strains or even overloads the server infrastructure and the proper operation of the website or database cannot be maintained – even if this is only temporarily the case (ibid.: 343).

In line with the opinions found in jurisprudential literature, it can be assumed that the concept of the virtual property rights (*Hausrecht*) within the context of web scraping is not considered to be that important and that web scraping does not conflict with these rights if used rationally (also Mörke 2018: 4; von Schönfeld 2018: 343).

---


\(^{34}\) *OLG Köln*, decision of 25.08.2000 – 19 U 2/00 = MMR 2001, 52.

\(^{35}\) *OLG München*, judgment of 26.06.2007 – 18 U 2067/07 = MMR 2007, 659.


\(^{37}\) *OLG Köln*, decision of 25.08.2000 – 19 U 2/00 = MMR 2001, 52; against the need for a virtual property rights (*Hausrecht*) Redeker 2007: 265 (266).

C. Determining criteria for web scraping in research

Based on the above presentation of the legal position, we intend to develop some criteria for the use of web scraping technologies within the framework of independent academic research.

I. General requirements for the use of web scraping

From a legal perspective, it can be stated that a central criterion for the use of scraping procedures is that the information to be analysed must be accessible to the general public. The circumvention of technical protection measures that expressly serve to prevent scraping violates the discretionary rights of website or database operators to determine the recipients of their contents (von Schönfeld 2018: 356f). In this respect, “publicly-accessible” data not only means freely and directly accessible information but also information that can only be viewed after paying a fee or consideration (Schulze-Fielitz 2013: Art. 5 marginal no. 80; von Schönfeld 2018: 357). This criterion was determined by the highest courts in their judgments regarding the implications of web scraping under the copyright act and against unfair competition, because circumventing protective technical measures represents an integrity-related offence on the one hand and is prohibited by sec. 95a UrhG on the other. The underlying concept is that anyone who benefits from the public accessibility of the internet must also generally accept such access to their own contents by others that use precisely the same public accessibility for their own profit (von Schönfeld 2018: 357).

As a result of the CJEU’s newly opened discussion about the permissibility of scraping procedures under the copyright act, the legal position cannot be deemed conclusively settled until the German Federal Court of Justice (BGH) passes a judgement creating a legal precedent or the legislators establish general regulations regarding web scraping. The question of whether scrapers illegally infringe on database makers’ rights as set out under sec. 87b UrhG was answered in the above court decisions, in each case differently depending on the specific circumstances. With regard to academic research, the newly created sec. 60d UrhG provides a certain degree of legal clarity and security by introducing a new limitation rule for text and data mining ensuring that – even if an infringement of database maker rights exists – such access to the data must be tolerated. However, researchers who use web scraping must ensure that all requirements set out under sec. 60d UrhG are met, including but not limited to the deletion of the corpus and source material after the research project is completed. Furthermore, the rightholder (e.g. the database maker) is entitled to payment of an appropriate remuneration in accordance with sec. 60h para. 1 UrhG (cf. Raue’s critique 2017: 565(661f)). Such a claim to remuneration in accordance with sec. 60h para. 4 UrhG can only be asserted by a collection society; rightholders are not authorised to collect claims on their own (Hagemeier 2018: Sec. 60h marginal no. 11). According to sec. 60h para. 5 sentence 1 UrhG, researchers conducting research for an institution do not owe the compensation themselves; compensation is owed solely by the institution. Such compensation can be paid in the form of a flat rate or based on use (representative samples), according to sec. 60h para. 3 sentence 1 UrhG, which will likely be left to the discretion of the party owing the compensation, that is the researcher or the institution. As a rule, however, the parties negotiating the compensation will usually agree to the amount and type of remuneration (Pflüger und Hinte 2018: 153(157)). Based on the fact that the compensation is owed by law, the researcher must actively contact the rightholder and negotiate the modalities of such compensation, even if an express information obligation is not provided in the law.

41 For this, cf. above B. II. 3.
From a legal perspective, it is necessary to ensure that the use of scraping technology does not cause any technical damage to the website or database operator (cf. also von Schönfeld 2018: 358). A concrete limit or threshold for the retrieval of data that would be considered damaging cannot however be determined. A decisive criterion in this regard would ultimately be the computing capacity of the host server and the technical design of the scraping software. If, however, the functionality of the host server is impaired (even if only temporarily) due to excessive query activities, the use can be considered damaging and operators can respond by excluding the accessing IP address/es, thereby relying on their virtual property rights (Hausrecht).42

In summary, the following criteria must be taken into consideration in this regard:

- The information to be analysed must be publicly accessible. “Publicly accessible” can also mean that data can only be retrieved after payment of a consideration.
- The circumvention of protective technical measures aimed at preventing web scraping infringes on the right of beneficiaries to choose the addressees of their contents.
- Sec. 60d UrhG provides clarity with respect to the permissibility of web scraping for the purpose of academic research. However, the requirements made therein must be fulfilled, for example:
  - The academic research must be for non-commercial purposes only.
  - After completion of the research activities, the created corpus must be deleted; transfer to privileged institutions (e.g. library) is allowed, however.
  - The rightholder is entitled to payment of an appropriate remuneration.
- The use of scraping technologies must not cause any technical damage to the operator’s website or database.

II. Conditions for archiving and long-term provision of the collected data

1. Copyright requirements

With respect to copyright, the corpus and any copies of the source material must be deleted upon completion of the research project as described above (sec. 60d para. 3 sentence 1 UrhG). The law does not explicitly specify the type and scope of erasure, but means irretrievable deletion, for example by destroying the storage media or deleting the digital datasets (Hagemeier 2018: Sec. 60d marginal no. 19). The development of a deletion plan is recommended. This plan should, for example, include a description of how to comply with the statutory requirements and the technical and organisational requirements to protect researchers from any inadmissible re-utilisation of the data (by third parties or themselves) and to document compliance with the deletion obligation (ibid.). It is difficult to determine the point of time at which the research project is completed within the meaning of the law. For this purpose, the completion of the research report alone cannot be deemed to mark the end of the project because according to sec. 60d para. 1 sentence 1 no. 2 UrhG, quality control measures (e.g. peer reviews) are also expressly allowed (Dreier 2018: Sec. 60d marginal no. 12).

According to sec. 60d para. 3 sentence 2 UrhG, the corpus and any copies of the source material can be transferred to libraries, archives, museums, and educational institutions (privileged institutions within the meaning of sec. 60e and 60f UrhG) to ensure verification of compliance with academic standards and whether the research can be used for citations or as references in the long term.43 The purpose and intent of the provision is to ensure that the archiving institutions can make the received material accessible to other researchers for text and data mining as well; storage of the data would otherwise be meaningless (Raue 2017: 656(661)).

Any electronic transfer from an archiving library to other researchers qualifies as a communication to the public within the meaning of sec. 15 para. 2 UrhG that does not generally fall under the limitation rule as provided under sec. 60a et. seq. UrhG (ibid.). A relevant authorisation must result from the provision set out under sec. 60d para. 3 sentence 2 UrhG to properly comply with the

42 See B. III. 2
43 Bundestag papers 18/12329, p. 41.
legislator’s intent (ibid.). This also does not contradict the copyright directive 2001/29/EC44 (the “InfoSoc” directive) on which sec. 60d UrhG is based and which allows communication to the public for the purpose of academic research in Art. 5 para. 3 letter a (Raue 2017: 656 (661)). As a precaution, the archiving institutions should restrict access to such persons that fulfil the requirements set out under sec. 60d para. 1 UrhG (recommended by Raue 2017: 656(661)).

2. Data protection requirements

Problems under the data protection act arise where the scraped material contains personal data. According to Art. 4 no. 1 GDPR, personal data “means any information relating to an identified or identifiable natural person (“data subject”). This is particularly relevant if the data for analysis originate from social media. Due to the principle of “prohibited unless authorised” in data privacy law, every processing of personal data is initially forbidden, unless a legal norm allows their processing, or the data subject consents to the processing of the data (Art. 6 para. 1 GDPR (Ingold 2017: Art. 7 marginal no. 8f). If the latter is not the case, Art. 6 para. 1 letter f GDPR can be considered a norm that is suitable for allowing web scraping because it permits data processing where – after considering the conflicting interests – the data processing researcher’s interests override the data protection interests of the data subject. This must be individually decided in each case because there are no general criteria that can be applied in every case.

Especially within the context of academic research, sec. 27 Federal Data Protection Act (BDSG), as amended on 30.06.2017, establishes a legal basis for the processing of data for academic research with respect to special categories of personal data within the meaning of Art. 9 para. 1 GDPR. If the requirements are met (weighing of interests and taking measures to protect the interests of data subjects), health and genetic data, in particular, can be processed without consent contrary to the express prohibition as set out under Art. 9 para. 1 GDPR.

In addition, sec. 28 BDSG, as amended on 30.06.2017, provides a special legal basis for processing data for archiving in the public interest according to which the rights of data subjects are restricted with the intent of preventing archives from becoming meaningless (Pauly 2018: Sec. 28 BDSG marginal no. 2). Similar to sec. 27 BDSG, as amended on 30.06.2017, this provision applies exclusively to special categories of personal data within the meaning of Art. 9 para. 1 GDPR, for example health data. According to recital no. 158 GDPR, the object of archiving includes but is not limited to the acquisition, preservation, and provision of access to “records of enduring value for general public interest”. In any case, however, it must be considered whether the objects of archiving cannot be attained using anonymised or at least pseudonymised data as well (Art. 89 para. 1 sentence 4 GDPR) (Pauly 2018: Sec. 28 BDSG marginal no. 6).

III. Excursus: Practical example

As a practical example, we would like to discuss several legal problems regarding web scraping and social media websites (particularly Twitter).

1. Binding effect of the Twitter API terms of use

If researchers intend to use the Twitter API to automatically retrieve and analyse tweets, they must first consent to the Twitter terms of use45. As explained above (B. III. 1.), a licence agreement is not concluded simply by accessing a website.

Due to the requirement of express consent, a licence agreement is concluded between the user and Twitter that binds the former by contract to comply with the Developer Agreement and Policy. The Developer Policy, inter alia, contains an obligation to respect the control and privacy of users with respect to their contents, including the obligation to destroy copies of deleted tweets on short

---


This is unfavourable for researchers: conditions for grants often include terms that oblige researchers to archive their research data for several years for replication purposes. These policies represent general terms and conditions (GTCs) the validity of which is subject to sec. 305 et. seq. BGB (see above B. III. 1). Since users must expressly agree to the terms, they are validly incorporated into the licence agreement (sec. 305 para. 2 BGB). A summary examination, however, failed to identify an unfair disadvantage for users because of the obligation to erase copies of deleted tweets. Therefore, one can assume the terms to be effective.

However, the terms of Twitter’s licence agreement are binding for the contractual party if the API is used. If researchers prefer not to be bound by these terms, their only option is to terminate the previously concluded licence agreement – as a precaution – if one exists, and to scrape the data without using the programming interface. Limitations of use that are stipulated in the Twitter API also only bind the parties to the contract. Users who have not subjected themselves to these terms by entering into a contract by private act will not be bound by them. However, claims in tort, for injunctive relief or damages, may arise if data scraping causes an impairment of the server functionality or if operations are otherwise disrupted.

### 2. Governing law in the event that foreign countries are involved

If researchers working in Germany intend to use scraping methods for US websites in order to examine social groups in third countries, the question arises as to which legal system is relevant for them. As a rule, the researchers in the first instance are subject to German jurisdiction because they reside within German territory. Copyright law poses some difficulties: according to the principle of *lex loci protectionis*, the laws of the country for whose territory protection is sought are applicable to matters of intellectual property. However, considerable uncertainties arise with respect to the question of the applicable law if actions take place on the internet because cross-border data transfers, in particular, affect different legal systems and allocating an action to the territory of a certain state is therefore complicated (as demonstrated by Bollacher 2005: 101 et. seq.). According to the principle of *lex loci protectionis*, the above-mentioned matter could be subject to US copyright law if the servers, on which the queried databases are stored, are located within the territory of the US. As a consequence, copyright holders under US law could assert claims against scrapers within that legal system if scrapers infringed on copyrights or proprietary rights in the course of their activities. A prerequisite for this would be, however, that the place where such infringement of copyright takes place is deemed to be in the US. Whether in this specific use case of web scraping the place of action is considered to be the location of the server (here: USA) or the location of the scraper (here: Germany), has, to the best of our knowledge, yet to be examined.

Moreover, other legal systems can become relevant if the researcher becomes a party to a contract that includes a clause pertaining to governing law. Such a provision would then only apply to such disputes or circumstances that arise directly out of the respective contract. Otherwise, German law remains relevant and applicable (as described in detail under B. II. 3. And B. III.).

---


47 As provided in Art. 5 para. 2 p. 2 of the Berne Convention for the Protection of Literary and Artistic Works seized in Art. 9 of the TRIPS Agreement (Agreement on Trade-Related Aspects of Intellectual Property Rights) and in Art. 8 para. 1 of the Rome II Regulation, cf. Rehbrüner and Peukert 2018: Sec. 49 marginal no. 1206.
3. Data protection implications

a) Public interest in the meaning of Art. 89 GDPR

Besides academic and historic research, Art. 89 para. 1 GDPR also privileges archiving that is “in the public interest”. According to recital no. 158 sentence 2, GDPR understands archives to mean “public authorities or public or private bodies that hold records of public interest”. However, this only includes archiving purposes that are in the public interest. As examples for such, recital no. 158 sentence 4 lists “the provision of specific information related to the political behaviour under former totalitarian state regimes, genocide, crimes against humanity, in particular the Holocaust, or war crimes”. A decisive factor is that the archiving is in the interest of society as a whole and not only in the interest of the processor (Schantz 2017: marginal no. 1347).

At the same time, Art. 89 para. 2 and 3 GDPR allow the introduction of statutory exemptions from the rights of data subjects as set out under Art. 12 et seq. GDPR. Inter alia, even the right to erasure (“right to be forgotten”) according to Art. 17 GDPR is overridden if it is necessary to store data for a longer period to protect the subject of the research project (Hense 2017: Art. 89 marginal no. 12). This does not result from Art. 89 GDPR but instead directly from the exceptions to the right to erasure under Art. 17 para. 3 letter d and Art. 5 para. 1 letter e GDPR (cf. Schantz 2017: marginal no. 1361).

b) Personal attribution and pseudonymisation

Ultimately, the question arises as to when data are considered attributable to individuals – despite mentioning aliases only (pseudonymisation) – and thus fall within the scope of the data privacy laws according to Art. 2 para. 1 GDPR. Art. 4 no. 5 GDPR defines pseudonymisation as the “processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person.” In contrast to fully anonymised data that cannot (or can no longer) be attributed to individuals and therefore do not fall within the scope of the GDPR, pseudonymised data potentially continue to be personal data and, therefore, are in fact entirely subject to the GDPR (cf. recital no. 26 sentence 2) (Schantz 2017: marginal no. 303).

In jurisprudential literature, some authors would limit this absolute applicability, in the event that the probability of identifying the person behind the alias is so low that this risk is practically negligible (Roßnagel 2018: 243 (244)). Persons can only be considered identifiable if they can in fact be identified. The probability of an attribution is determined by weighing effort against benefit. For this, recital 26 sentence 4 stipulates that “the costs of and the amount of time required for identification” and “the available technology at the time of the processing and technological developments” must be taken into consideration (cf. Roßnagel 2018: 243(244)). After all, this is a question that must be answered on a case-by-case basis and general criteria cannot be determined. If researchers are by all means unable to attribute pseudonyms to specific natural persons, they are not deemed to be processing personal data and as a result need not comply with the requirements under the GDPR and BDSG for their processing.

D. Conclusion and prospects

In conclusion, it can be stated that a legal evaluation of web scraping requires significant analysis and discussion, especially with respect to copyright law. After the highest courts, the German Federal Court of Justice and the European Court of Justice, could not find a common ground, and after the subsequent European courts were not willing to issue generally accepted statements with regard to the permissibility of web scraping, the legal position was far from clear. With the UrhWissG and the newly established provision under sec. 60d UrhG, the legislators took countermeasures and provided at least a certain degree of legal clarity in the area of academic research that is the relevant area for this expert opinion.

It was a conscious decision of the legislators to act ahead of the European Union. The EU is currently working on a draft of a directive on copyright in the digital single market. The new provisions under sec. 60d UrhG are based on Art. 3 of the draft of the directive. Due to the directive, the German legislators felt obligated to limit the use of text and data mining to non-commercial academic research; extending this to include researching businesses is not expected due to the European requirements (Hagemeier 2018: Sec. 60d marginal no. 4). In their reasoning for the UrhWissG, the legislators have already announced they would amend the provisions in line with the directive, if necessary, as soon as it comes into effect.
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