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Executive Summary

Data collection with smartphones, wearables, and other sensors – or simply data collection using new information technology – offers enormous potential for researchers. Sensors can gather data in people’s everyday lives and in real-time, including location, movement, noises, light, media use, videos, and voice recordings. They also facilitate the repetition of surveys. In this report, the German Data Forum (RatSWD) outlines a quality assurance framework for using new information technology for research purposes.

The report covers three main aspects:

1) The quality of sensor-generated data
Researchers should note that most sensors are created as consumer products and their data quality does not meet the scientific standards of reliability and validity per se. Researchers should therefore critically assess and document the data collection process, measurement accuracy, and the validity of their inferences. Producers of sensors should ensure transparency on measurement accuracy and archive the algorithms used by their sensors for processing data.

2) Issues of research ethics and data protection
Due to the high temporal and spatial resolution of the mostly personal data collected with new information technology, researchers should take appropriate measures to ensure the anonymity of study participants, e.g., pseudonymisation strategies, coarsening data, distorting voices, and adhering to standards of data minimisation. They should also safeguard privacy (e.g., by giving participants the opportunity to edit and delete data). When researchers collect data from third parties or document illegal behaviour of study participants, they must make sure to handle the data in an appropriate way and in accordance with the law. Participants (and third parties) should be informed about the purpose of data collection and the related risks, e.g., in the informed consent form.

3) Data management
These new data collection methods often result in large volumes of (raw) data containing sensitive information. This creates new challenges in storing, preparing, and making data available for secondary use, as well as in managing metadata. Here, too, it is important to adhere to and to implement data protection regulations and standards of research ethics.

The report is addressed to:

- researchers and students who are already using these new methods or plan to use them in the future,
- ethics commissions and research funding agencies assessing relevant projects, and
- the general public, policymakers, and companies using new technology (possibly in cooperation with science and research).
1 Introduction

The development of new information technology in the past years has been characterized by digital mobility, miniaturisation, and the increasing use of such technology by the general population. These developments also affect how the social, behavioural, and economic sciences collect research data. An example of this is experience sampling, a method involving self-reporting of thoughts, emotions, and/or environments over time, using smartphone-based questionnaires. Another example of these new methods is mobile sensing, which can include capturing location, movement, noises, light, and smartphone usage by means of smartphone sensors. Gathering data using wearables has also increased. Wearables use sensors to capture physiological parameters and activity without using a smartphone. Last but not least, ambient monitoring uses sensors integrated into the environment to capture movement, sound, images, and other parameters.

For decades, gathering data with such information technology was a niche topic in the social, behavioural, and economic sciences (Fahrenberg and Myrtek 1996). However, the advent of the smartphone has resulted in a stark increase of these data collection methods and their use in various fields of empirical research (Harari et al. 2016; Yetisen et al. 2018). Due to their numerous benefits compared to previous data collection methods, these methods have the potential to fundamentally change the way we do research, as well as the way we apply these devices in other fields (e.g., diagnosing how people experience and behave in everyday life; using them for interventions in the health sector).

Firstly, these methods facilitate the measurement of certain attributes in everyday, real-life situations. Compared to classic laboratory research, capturing phenomena of interest in individuals’ everyday lives increases ecological validity. It helps to generalise research findings to real-life settings, which, after all, is the context closest to people. This has an extraordinary significance for empirical research, because many research findings are poorly transferrable. This is exemplified by the so-called doctor’s office or white coat hypertension (Salles/Cardoso/Muxfeldt 2008; Stergiou et al. 2018), the phenomenon that people exhibit a higher blood pressure when measuring it in a doctor’s office setting, which can result in unnecessary prescription of antihypertensive drugs. This situational context is relevant for many research issues, because context affects the behaviour of individuals and groups in a multitude of ways (Mischel and Shoda 1995). Mobile sensor technology makes it possible to better understand the effect of context on behaviour (e.g., by gathering data on location, social and physical environments) (Böhmer et al. 2011).

Secondly, new information technology allows to capture data in real-time (Trull and Ebner-Priemer 2013). Relevant episodes, which can be fleeting events embedded in a larger context, can be identified based on objective parameters such as movement and localisation (depending on the research question, e.g., entering a mall or polling station, the use of public transportation, or social interactions). In such situations, smartphones can automatically send out specific inquiries in real-time. Capturing data in real-time (e.g., using electronic diaries) can minimise recall biases. Recall biases refer to the phenomenon that memory is an active process and prone to systematic distortion (Schwarz 2012).
A third advantage of collecting data using new information technology is that it is objective and multimodal. The development of wearables thus contributes to the objective measurement of interesting attributes in the social, behavioural, and economic sciences. An example of this is the measurement of physical activity using accelerometers. While miniaturisation and mass dissemination of such sensors (e.g., in cars, cameras, etc.) has given way to objective and cost-efficient data collection, they also facilitate a precision in measuring these attributes that was not previously possible using subjective survey methods (e.g., questionnaires) (Prince et al. 2008). Moreover, wearables facilitate the long-term monitoring of attributes of interest.

Fourth, the use of new information technology also makes it possible to repeatedly collect individual data. This improves specifically the way we capture intra-individual variability, changes, and processes. Research on intra-individual variability has greatly increased in recent years, particularly in psychology (Diehl/Hooker/Sliwinski 2015). Data collection using new information technology offers very promising prospects for this field.

**Smartphones – a ubiquitous instrument for technology-driven research data collection**

Smartphones are equipped with an array of sensors that can be applied in research in the social, behavioural, and economic sciences. They include:

- **Accelerometers** (for assessing physical activity)
- **Cameras** (for taking pictures of a person’s context, or to perform physiological measurements, for example, measurement of the heart rate on a finger using fluoroscopy)
- **Log files** for documenting smartphone activity (phone calls and the use of instant messaging to assess social activity, or assessing sleep and waking hours based on smartphone off time)
- **Microphones** (for capturing traffic noise, social interactions, etc.)
- **Localisation technology** such as the Global Positioning System (GPS; to record a person’s whereabouts, for example, to investigate the influence of context on individual behaviour)
Using data collected with new information technology for research purposes also creates a range of challenges. In the following chapter of this report, we discuss these challenges. Then, we derive recommendations on how to assess the quality of sensor-based data capturing methods and how to verify and secure the validity of conclusions based on these data. Furthermore, we will show how to meet the demands of research ethics and data protection and how to approach data management.

By doing so, this publication serves as an initial guide for researchers and students who are already using or planning to use new information technology in research projects. It also aims at helping ethics commissions and research funding agencies to evaluate such projects. Lastly, the report addresses target groups outside of (academic) research, including the general public, policymakers, and start-ups using new technology (possibly in cooperation with science and research).

This publication focuses on the collection of data from individuals (individual assessment) for scientific studies using mobile information technology, such as wearables, smartphones, and other mobile sensors. Other interesting issues that are not covered by this publication include: 1) the possibilities for analysing such data (incl. big data technology, see also RatSWD 2020), 2) virtual reality, 3) data that can be collected in the context of the internet of things, and 4) other data collection technology that is similar to laboratory situations. Independent of the new information technology discussed in this report, recording video, image, and voice data has traditionally been a tool used in qualitative-interpretative social research. Here, the technical preparation and analysis of (now mostly digital) text, video, and image data takes a back seat to hermeneutic approaches and other forms of (text-) interpretative analysis – often integrated into more complex research designs. On a structural level, the forms of scientific use and processing methods for these types of material have hardly been changed by the increased use of new recording technology (smartphone replacing the cassette recorder; the webcam replacing the VHS tape). In this very heterogeneous field, researchers apply qualitative social research’s own quality criteria, which are based on this interpretative paradigm (Strubing et al. 2018). These are not part of this report.
Data collection using modern information technology opens new paths for empirical research. However, it also creates specific challenges. These include data gathering, the reliability of measurements as well as the validity of conclusions based on these data. Moreover, it creates specific demands to research ethics, data protection, and data management.

### Studies based on new information technology: exemplary results and challenges

**Example 1:**
Althoff and colleagues (2017) used a mobile sensing method to access the software of a smartphone’s step counter app, collecting acceleration data of over 700,000 individuals in over 100 countries (number of tracked days: 68 million). This enabled the authors to highlight differences in activity between countries and predict values for obesity. Methodically it was impressive that the study tracked such a large number of individuals and days as well as the fact that the researchers could draw on an existing dataset from the consumer sector. Some challenging questions raised regarding the quality criteria applied to these data: did the subjects carry the smartphone all of the time or were there uncaptured movements, because, for example, the smartphone was lying on the desk all day? How is the data quality? Did the app provide the data in a raw format or as aggregated steps per day, processed by an unknown algorithm? The study also raises research ethical and privacy-related questions on using such data: can these data be used for research purposes given that they were originally collected for a different purpose?

**Example 2:**
A study authored by Tost et al. (2019) used the experience sampling method to demonstrate context dependency and real-time analysis. While pursuing their regular everyday activities for one week, the study participants had their location tracked in real-time via GPS, which prompted location-based diary requests. The study found that its subjects displayed higher subjective well-being in the vicinity of green areas (e.g., forests, parks, and other larger green spaces). The methodological and legal challenges of this study include data protection issues related to location tracking, and how to make the raw data available for replication studies.
2.1 Data collection, reliability, and validity

Smartphones, wearables, and other sensors were originally developed and optimised as consumer products and not for research purposes in the narrower sense. To date, investigations of the measurement quality and validity of such technology have rarely been carried out (Peake/Kerr/Sullivan 2018; Shcherbina et al. 2017). Smartphones as well as their built-in sensors are continuously developed and perform regular software updates that could put into question whether results from previous validation studies are transferable to other contexts. Device manufacturing companies rarely disclose the specifics of software changes as well as the algorithms used to obtain specific values (Evenson/Goto/Furberg 2015).

Collecting data using mobile information technology aims at making claims on how people experience and behave in their everyday life. The technical requirements can lead to specific distortions during data collection, limiting the validity of the research findings. To cite one example, data collection cannot be carried out at any time and place, because signals cannot be received (e.g., limited GPS in buildings or limited microphone recordings due to a pocketed phone; see Harari et al. 2019). Also, people cannot always supply information (e.g., self-reporting data while driving a car, in professional meetings, or in situations that require privacy). Physiological measurements can be ambiguous and often require additional information on a measurement’s situational context for correct interpretations (Schmidt et al. 2018). Regarding the group of individuals that a study aims at investigating, selection bias can also be a result of differences in information technology competence among the respondents.

Example 3:
Brown et al. (2014) conducted a study on cognitive processes with over 20,000 respondents using a smartphone app. The app contained small games replicating four classic experiments. The underlying question was to what extent the smartphone-based experiments led to similar conclusions as comparable laboratory experiments. It was shown that the smartphone is a viable survey instrument and that the method can help obtain large samples. Measurement reliability is a crucial challenge of such studies, since respondents use the app without supervision and with different hard- and software. Moreover, out of the 40,000 people who had downloaded the app, only 20,000 took the cognitive tests. Here, a logical step would be to investigate the reasons and conditions for this lack of participation to better assess a possible selection bias in the results.

Example 4:
Harari et al. (2019) used mobile sensor technology to compare differences in sociability among 926 young adults. To do so, they used smartphone data on conversations, including calls, messages, and social media communication, and contextualised them with self-reported personality traits. The results of the study supported previous findings which showed, to a relevant degree, that sociability depends on personality. An advantage of collecting data using smartphones is the real-time availability of data. However, since the data were collected from students using a certain operating system, possible selection bias should be critically examined. Additionally, inaccuracies when capturing conversations using voice recordings are also possible, because the app in question could not distinguish between conversations on TV and actual conversations of the participants.
2.2 Research ethics and data protection

Sensors can capture a range of different attributes in high temporal and spatial resolution, which, in some combinations, make the identification of a respondent very likely. This results in a range of issues relating to research ethics and data protection: how can the anonymity of respondents be ensured? How must data be stored to prevent the danger of deanonymisation? How can people be enabled to make an informed decision about which data to make available? Which requirements result from the EU General Data Protection Regulation (GDPR), particularly concerning Article 35 on data protection impact assessments? How (extensively) should an informed consent form be designed, also in light of the willingness to participate in the studies? What are the consequences of documenting criminally liable behaviour?

Voice and image recordings often collect data on persons and objects other than those who consent to being studied. This results in additional challenges in terms of research ethics and data protection: can the data of bystanders be collected without specifically informing them about a study’s goals and obtaining their informed consent? How can privacy and anonymity of bystanders be protected?

2.3 Data management

Sensors provide a multitude of data points that can create specific challenges for data storage and, with that, to data management (e.g., data storage, data preparation, data provision for secondary use, metadata). Moreover, we observe a paradigm shift towards open science. This has created new research approaches aimed at making data that individuals collect in their everyday life through, e.g., wearables or smartphones, available to researchers on online platforms. In addition, data are increasingly made available for re-analysis. These trends connect to challenges to safeguarding data privacy when storing data and making them available through repositories of research facilities and research data centres.
3 Quality of sensor-based data collection methods

3.1 Data collection

The use of wearables and smartphones in social, behavioural, and economic research is challenged by the fact that most soft- and hardware products are produced as consumer products. Scientific measurement accuracy often plays a minor role compared to primary requirements such as design, price, and user-friendliness. Consequently, the consumer sector is replete with products that are of questionable use for research purposes. These include, for example, the mobile recording of heart rate variability.

Measuring heart rate variability

Heart rate variability in a certain frequency range is a good indicator for the stimulation of the parasympathetic nervous system. It is determined by measuring the milliseconds between two consecutive R-peaks in an ECG (electrocardiogram) and analysing the difference. R-peaks are the ECG’s most dominant peaks, indicating a heart muscle’s maximum excitation. Consumer products, such as specific watches and wristbands, use the wrist-pulse wave to estimate heart rate variability. Unlike the R-peak of an ECG, the pulse wave is a flat signal, which makes determining its peaks highly inaccurate. Capturing the pulsating signal is subject to a variety of influences, e.g., changes in sensor position by moving the arms and hands, contraction of hand musculature, changes in vasoconstriction (e.g., by exposure to cold), or venous return. These interferences are even stronger when looking at mental stress or athletic activity (Georgiou et al. 2018). Accordingly, it is impossible to precisely measure heart rate variability, in a scientific way, using the pulse wave. Still, there are countless products that offer heart rate variability measurement. Measurement accuracy in a scientific sense is currently not ensured by these products.

A second problem is the widespread (pre-)preparation of raw data performed by such products. Raw data, here, refer to primary data that are directly collected by the device and are not processed in any way. Some consumer products, including so-called activity trackers, do not store any raw data to save storage space. In order to determine the derived attributes (e.g., steps taken), the high-resolution acceleration values are filtered through algorithms, integrated, and aggregated at a minute level. Typically, sensor manufacturers do not publish their data processing methods, e.g., the applied algorithm for derived data (that are used, e.g., for localisation or estimated calorie consumption), because they are considered trade secrets (Evenson/Goto/Furberg 2015). For this reason, it is hardly possible to assess these algorithms, or to ascertain the conditions under which the devices, or algorithms, function correctly. Heart rate variability is also a good example in this context. Chest straps equipped with ECGs, commonly used for sports, flatten out the heart rate graph to eliminate large, unlikely spikes. Incidentally, this also reduces the measured heart rate variability. However, when the central interest of a scientific study is exactly measuring high heart rate variability, such algorithms distort the central variable of interest. Moreover, it is often unclear which of a wearable’s sensors is used to measure which attribute. Attributes are often calculated using measurements of several sensors. It can also be unclear whether periods of strong movement are automatically
excluded from the calculation of heart rate variability, i.e., whether the values generated by the accelerometer are also fed into the ECG signal processing.

A third problem of using consumer products for research is the short product cycles of their hard- and software. Consumer products are rarely on the market for longer than 12 months. The most recent products are usually not scientifically validated. Additionally, regular software updates can invalidate the comparability of hardware used by a study over time, particularly when these updates change the software’s measurement method. Moreover, companies aim at extending the battery life of their products by using more energy-efficient data collection methods and algorithms, i.e., reducing the frequency of data collection (sampling frequency) following a software update. This also affects measurement accuracy. Some devices reduce the sampling frequency based on remaining battery life, i.e., reducing the sampling frequency when the battery is low and, in this way, the scientific measurement accuracy.

Moreover, some devices adjust the sampling frequency to the stimulus material. Google Clips (a small portable camera), for example, only records pre-defined ‘interesting’ situations (e.g., animals or children). When using this or a similar technology for research, it is important to document the criteria by which the (automated) data collection is triggered, if this information is available at all.

It is therefore essential to document the conditions during a study (e.g., which device, filter, sampling rate, algorithm, etc. were used) in a data sheet (see also the recommendations of the German Council for Scientific Information Infrastructures (RfII) 2019, 32, 84). This is particularly important when using data from sensors on different aggregation levels, depending on whether these come in the form of raw data (the unfiltered acceleration signal) or derived data (e.g., localisation, calorie consumption). Moreover, contextual information (e.g., annotations on processes and activities when recording movement to train and evaluate algorithms) is of vital importance for interpreting and understanding the collected data. Detailed documentation of the data collection process is also necessary to facilitate the re-analysis of data that are made available in repositories.

### Recommendations on data collection

1. **Data collection requires comprehensive documentation of the data collection process.**
   - Documentation of data collection using new information technology should contain information on the following aspects:
     - **All sensors and software used** (manufacturer, type, production year, software version)
     - **Raw data** that were collected and stored
     - **All the data processing steps** leading to the derived data
     - **Contextual information** (e.g., the situation in which the data were collected)

2. **Researchers should weigh the benefits of consumer products against more expensive, scientific products.**
   - Measuring attributes of interest without access to raw data or knowledge of the product’s signal processing is hard to justify in a scientific context.

3. **Sensor data should be recorded as raw data in a standard format** and in their original (native) resolution. The use of lossless types of compression is advisable.

4. **If the device already processes sensor data into higher-quality information, it is important to know the way it does so.** If **data analytics procedures** such as machine learning are employed for such processes, training data and the respective model should be documented, and programme codes and programme versions should be provided.

5. **Manufacturers should archive the documentation of all their sensors and data processing algorithms for all versions of the sensors.** However, this is unlikely with common consumer products. It is therefore advisable to archive the data sheets when buying a product. Researchers should also try to document hard- and software updates.
3.2 Reliability

Reliability refers to the precision of a measurement and shows to what extent it is not prone to the influence of measurement errors. Reliability is therefore a central quality criterion for evaluating data collection methods (Eid and Schmidt 2014). Unlike design, costs, and user-friendliness, reliability is not a priority when developing smartphones and wearables. In contrast to medical products, it cannot be assumed, without further verification, that a wearable reliably measures the attributes of interest. Studies on a device’s precision and on the extent of the impact of measurement errors are rare (Evenson/Goto/Furberg 2015; Shcherbina et al. 2017). However, it is very important to assess the reliability of measurements when evaluating research results as well as when diagnostic decisions with respect to individuals are made.

In principle, it is possible to apply tried-and-tested procedures for determining reliability of data collected using new information technology. Evenson/Goto/Furberg (2015) distinguish between ‘interdevice reliability’ and ‘intradevice reliability’ in this context. Interdevice reliability is tested by wearing multiple devices of the same production type (the same manufacturer) at the same time and determining the consistency of the measurements. For example, convergence of measurements can be tested by simultaneously wearing multiple fitness wristbands or using multiple location trackers at the same time. This method is equivalent to the parallel-forms method used to determine reliability (parallel-forms reliability; Eid and Schmidt 2014). The method used to determine intradevice reliability is based on determining measurement quality through repeated testing using the same device (test-retest method; ibid.). However, this method has its limitations regarding wearables, because the recording of dynamic processes in everyday life produces fluctuations over time that not only represent the (unsystematic) error variance but also the attribute of interest (systematic fluctuations). For this reason, reliability cannot be determined based on repeated measurements using simple statistical methods, e.g., correlation of measurements, but requires more complex statistical methods. According to Evenson/Goto/Furberg (2015), for example, this is one reason why there are no studies on intradevice reliability of activity trackers.

It is important to note that audio, video, and text data are frequently coded for further processing. This requires ensuring and evaluating the quality of the coding system, e.g., by assessing the level of agreement between different coders.

Recommendations on ensuring reliability

1) Information on the measurement precision of sensors should be made transparent by manufacturers and documented in scientific publications that rely on sensor data.

2) Empirical research projects should make transparent the methods used to determine measurement precision. This can be done using a range of methods (e.g., parallel-forms method, testing-retesting method).

3) When reducing complex data (e.g., audio, video, text data) using coding procedures, the quality of the reduction techniques should be documented (e.g., through assessing inter-coder reliability, i.e., the level of agreement between different coders).
3.3 Validity

Validity refers to the correctness of conclusions that can be drawn from the data (Messick 1989). There are different facets of validity in empirical research (AERA/APA/NCME 2014; Messick 1995; Rammstedt et al. 2014) (see box below). Each of these facets play a role and must be observed when collecting data using new information technology. The following chapter focuses on the specific validity requirements when collecting data with new information technology. It pays particular attention to two facets of validity, namely, construct validity and external validity, while also briefly addressing internal validity.

The facets of validity referenced in this report

Construct validity refers to the extent to which inferences can be made based on the collected values in terms of the construct they aim to measure (Messick, 1995).

External validity is achieved when the results of a study can be generalised to other locations, people, situations, and times (e.g. Eid/Gollwitzer/Schmitt 2017). One important facet of external validity is ecological validity. This refers to the question of whether the data gathered in an empirical study correspond to real-world settings.

A study is said to be internally valid when a causal influence of the independent variable on the dependent variable can be ensured, i.e., if all relevant confounding variables can be controlled for (e.g., Eid/Gollwitzer/Schmitt 2017).

An advantage of collecting data with new information technology is that it facilitates the studying of individuals in their everyday lives. On the one hand, unlike research in a laboratory, data collected with new information technology have a much larger potential for ensuring ecological validity. On the other hand, they also result in specific problems related to other facets of validity. An example: the activity of two individuals is recorded over the course of two weeks using an activity tracker. Person A has a higher mean activity level than Person B. The validity of the conclusion that Person A is more active than Person B is threatened by several issues. Construct validity is threatened if it is not scientifically evaluated whether an activity tracker precisely measures physical activity. External validity is threatened if, instead of wearing the activity tracker for the full time, say, two weeks, the subjects take the tracker off in certain situations (e.g., while playing football). The following chapter looks at threats to construct validity and external validity that are specific to data collection using new information technology.
3.3.1 Construct validity

3.3.1.1 Sensor quality

Firstly, the quality of the used sensors plays an important role in evaluating a measurement’s construct validity. Are the devices generally able to perform physiological measurements such as heart rate variability? There is a lack of such validation studies for many commercially available wearables (Peake/Kerr/Sullivan 2018). According to Shcherbina et al. (2017), for example, it is widely unknown how commercially produced wearables ensure valid recording of cardiovascular parameters (e.g., the heart rate and its variability). Quality of sensors can be examined in validation studies. They do so by comparing data collected by the sensors with data collected using gold-standard methods (e.g., physiological measurements in a standard laboratory environment). To obtain a value for measurement accuracy, the so-called error value – the difference between the value measured by the sensor and the gold-standard value, divided by the gold-standard value – can be calculated (Shcherbina et al. 2017, S. 5):

\[
\text{Error} = \frac{\text{sensor measurement value} - \text{gold standard value}}{\text{gold standard value}}
\]

This error value can also be affected by measurement errors and thus depends on the reliability of the measurements (see Section 4.2). However, if such errors are averaged across many measurements, it is possible to reduce the impact of unsystematic measurement errors. Moreover, it is assumed that the gold-standard values provide valid results. Previous validation studies show that sensors (wearables) indeed provide valid measurements to some extent. However, this does not apply to all available products and to all constructs of interest in the same way (Evenson/Goto/Furberg 2015; Peake/Kerr/Sullivan 2018; Shcherbina et al. 2017). The validity of measurements of energy expenditure by commercially available wristbands, for example, is questionable, whereas the measurement of heart rates appears to be reliable (Shcherbina et al. 2017). Thus, quality studies to ensure construct validity are indispensable. Because devices are continually developed, quality studies too must be conducted continually, and their results should be published. Moreover, researchers should present proofs of accuracy of such devices when using them for scientific purposes.

Data obtained from sensors can be ambiguous. For example, when interpreting heart rate data, it is important to adequately take movement data into account. Additionally, factors like posture, circadian effects, temperature, and behaviour (e.g., eating, drinking, smoking) can affect measurements and threaten validity. It is particularly important to note that the impact of such confounding factors are often several times higher than the effect of interest, e.g., intervention effects. For example, an increase of the heart rate by 20 beats through a change of position (getting up) and other movements is normal. Psychological manipulation does not usually result in effects of this magnitude (20 beats). When these confounding variables are unsystematic and not related to the intervention, this merely affects how precisely the effect is measured. However, when these confounding variables are systematic and related to the intervention, it threatens an additional facet of validity, namely, internal validity. Then, a change in the heart rate may not be attributable to the intervention but to confounding factors. Controlling for movement and body position is indispensable to ensure validity when recording the heart rate as a measurement in the behavioural sciences (HoutVeen and de Geus 2009). A multi-method approach is recommended when reviewing construct validity. For example, the validity of conclusions based on the activity of the nervous system can be assessed by converging data from other information sources (e.g., catecholamine in urine, proportional pulse pressure, and electrodermal activity).

Taking the conditions of a measurement into account is not only important for research involving cardiovascular attributes. Movement data can also only be adequately interpreted when the situational context is documented during data collection (Schmidt et al. 2018). This can be done, for example, by using questionnaires or through observation.
3.3.1.2 Quality assurance for processing raw data through algorithms

Raw data from different sensors are frequently processed by algorithms to capture a construct of interest. Movement measurements, for example, are generated by algorithms processing data from accelerometers and by measuring gyration (using gyroscopes) (Klucen et al. 2019). So-called technical validation studies are required to verify whether these algorithms work correctly (ibid.).

Algorithms are also used when collecting audio and image data. The interpretation of such data is often based on these machine-generated data. To examine and ensure the validity of such data, these must be compared to real-world observations (‘ground truth’). When recording audio, for example, which involves automated signal processing on the device (so-called behavioural signal processing; Narayanan and Georgiou 2013), the quality of the machine-generated behavioural data from a part of the participants can be compared to a manual code based on raw audio signal recordings. If the raw audio signal was not or could not be recorded during a study, the precision of the algorithm used for measuring behaviour can be compared against manual coding in a pilot study with raw audio recordings (in a limited context and with the consent of all participants, but under realistic conditions). When coding raw data, validation studies can also be used to examine the consistency of the coding.

3.3.2 External validity

External validity of studies based on new information technology is primarily threatened by selection biases related to the situations and persons under investigation as well as by reactive biases.

3.3.2.1 Selection biases: situations

Collecting data with new information technology offers the advantage of capturing data in individuals’ real-world environments, ensuring ecological validity (Harari et al. 2019). However, ecological validity can be threatened, because certain real-life situations are prohibitive to data collection (e.g., smartphone-based questionnaires cannot be taken while driving a car because this would constitute a criminal offence). Additionally, participants might not want to answer questions on a smartphone or wear a wearable in specific situations (Brown/Blake/Sherman 2017). Moreover, some environments are unfavourable to technology-based data collection (e.g., GPS data on an underground train or inside of a building; microphone recordings with a pocketed device). When the recording of the data is selectively suspended in certain situations (e.g., during a conflict, possibly by activating a device’s privacy button), the representativeness of a sample is no longer given and thus the results cannot be generalised to other situations.

3.3.2.2 Selection biases: persons

The use of new information technology requires specific skills (e.g., knowledge of how to use a smartphone) on behalf of study participants. This can result in sampling bias, which must be documented (e.g., response rate, documenting reasons for non-participation). Even then, it remains questionable to what extent the results can be transferred to other populations. However, concerns that certain studies mainly attract young, male individuals with an affinity to technology have been clearly refuted by studies in ageing research (Brose and Ebner-Priemer, 2015). The validity of results is also threatened when people share devices with others (e.g., smartphones, fitness trackers, etc.) or – in the extreme case – devices are used exclusively by someone other than the person selected for the study.
3.3.2.3 Reactivity effects

Inferences to everyday behaviour can also be threatened by reactivity resulting from individuals’ awareness of the data collection process (Brown/Blake/Sherman 2017). The data collection process might prompt people to exhibit (socially) desirable behaviour, for example, by exercising more than usual. The same applies to consciously refraining from (socially) undesirable behaviour while participating in the study, which also limits the validity of the results. Previous empirical studies on reactivity have shown that these are largely unproblematic (Stone et al. 2003). While the scope for eliminating reactive biases is limited, it does tend to decrease after a few hours, or days, depending on the study’s design. It is therefore recommended to examine the initial period of measurement of an analysis separately (Shrout et al. 2018). To date, there are no concrete recommendations on the time range of those initial measurements. The range can differ depending on the used sensor, the research interest, or study design (Clemes and Deans 2012). Moreover, it is recommended to draw on other data collection methods as a standard for comparison. The effect of eliciting socially desirable responses is more significant with questionnaire-based studies than with studies that collect data in everyday life situations of participants.

Recommendations on evaluating validity

**Construct validity**

1) For sensors used in scientific studies, validation studies should demonstrate the convergence with gold-standard methods.

2) The validity of results based on sensors should be examined in theory-driven validation studies (including the use of other data sources, e.g., behavioural observations and questionnaires).

3) In the case of ambiguous signals, the validity of inferences should be verified – to the extent that this is consistent with standards of data protection and research ethics (see Chapter 4) – by including additional methods as well as by documenting the data collection context. This is particularly important when collecting data on physiological processes in everyday life situations.

4) Whenever data are generated or evaluated using algorithms, technical validation studies should be used to assess the correctness of algorithms. Moreover, these data should be matched with real-world data (‘ground truth’). To the extent possible, this comparison should be performed and documented in every data collection process (using subsamples). Pilot studies should at least be used where this is not possible in real-life applications.

**External Validity**

5) It must be documented when selective samples of situations lead to missing data and – if possible and reasonable – it must be reconstructed and corrected using appropriate methods. These can include the following:

   a) Subsequent interviewing of participants (e.g., using appropriately implemented questions on a smartphone); this can give some indication of reasons for missing data and possibly facilitate the reconstruction of missing data. However, such subsequent questioning can be viewed negatively by the respondents.

   b) Assessing selectivity in the recorded situations can be made possible by comparing the frequency of occurrence of such situations in datasets collected through different methods (mobile sensing, experience sampling, field observations, questionnaires). Studies which do this systematically are extremely rare, however, there are some examples to be found in research on illegal drugs (Linas et al. 2016).
c) If viable (depending on the burden on the participants and existing resources), the **data collection period or data collection frequency can be increased**. Data can be collected every 60, 30, or 15 minutes, for a brief duration in certain situations. It is also possible to survey levels of acceptance, or annoyance, to estimate the influence on survey compliance. Generally, such procedures may lead to higher compliance (Trull and Ebner-Priemer 2013). Yet, systematic studies on this issue are also still very rare (Stone et al. 2003).

d) To estimate the amount of missing data, it can help to document how often participants resorted to **editing and censoring** their data.

e) Providing **incentives** for participation (e.g., financial compensation) can increase compliance (Göritz 2014).

6) **Missing data through selective sampling of individuals** must be documented and – if possible and reasonable – **reconstructed and corrected** using appropriate methods. Researchers can rely, for this purpose, on established methods from survey research (Kreuter et al. 2018; Schupp and Wolf 2015):

- a) In order to be able to analyse selectivity of participants and to adjust for it (using statistical techniques such as weighting) it will be useful to **randomly select participants from data sources** that contain relevant information on participants and non-participants. These can be administrative data, such as population registers, or existing representative surveys. The advantage of sampling from surveys (cf. Kreuter et al. 2018) is that researchers can bring in questions that measure important target variables of the following technology based survey, e.g., their usage intensity or survey equivalents of the variables later to be measured using new technology. Models can then show whether a study’s participants differ from non-participants regarding the study’s key measures.

- b) Data from participants (and, if applicable, the control group) can be **compared with external data sources and statistics**.

- c) Data from participants and non-participants can be **linked with commercial microgeographic data** (e.g., infas 360) (for the survey context, see Sinibaldi/Trappmann/Kreuter 2014).

- d) Non-participants can be interviewed about **reasons for non-participation**.

- e) If the researchers themselves oversee recruiting, they can have recruiters **observe or estimate information on participants and non-participants** (cf. West 2013).

- f) It must be documented whether and to what extent devices (e.g., smartphones, fitness trackers, etc.) are shared with other individuals. This can be done by:
  - depending on the aim of the analysis, explicitly **excluding the sharing of wearables** used for the study in the informed consent form for the scientific study,
  - interviewing participants, if sensible, whether and to what extent devices were shared or used by others. **Devices used by several individuals can be excluded** or – depending on the aim of the analysis – be given special consideration,
  - using machine-learning-based algorithms to identify **variations in user behaviour** and to assign the collected data to various users (Ochoa/Bort/Porcar 2018). This must take data protection regulations into account (see chapter 4).
4 Research ethics and data protection

Data collection using new information technology is faced with specific issues of research ethics and data protection. Due consideration of these issues, ultimately, ensures data quality and the potential for (secondary) data (re-)use. They lead to specific requirements to the design of informed consent forms. The recommendations are based on German law and might have to be modified in other countries.

4.1 Issues of research ethics and data protection

Data collection using new information technology is often conducted in individuals’ everyday lives. It can be directed at situations concerning individuals’ privacy, understood here as ‘a sphere where one can live a self-directed life without being influenced or observed by others’ (Deutscher Ethikrat 2018: 190, translation by the authors). Even more importantly, data collection can take place in intimate situations, understood by the German Ethics Council (Deutscher Ethikrat 2018, 29) as those areas of life ‘reserved only for those immediately involved, and of which any details are made available to selected third parties only with expressed consent, if at all.’ Ensuring privacy and freedom of choice regarding which data are collected and stored from which areas of life is a pivotal aspect of research ethics (Langheinrich and Schaub 2019). Additionally, study participants might not be fully aware of the ways in which their privacy is affected by data collection using new information technology. This is a challenge in the way participants are informed, how to ensure their sovereignty over their data, and how to structure informed consent forms (Deutscher Ethikrat 2018; Kelly et al. 2013; Langheinrich and Schaub 2019).

The sheer volume of data and the possibilities for data linkage created by using new information technology makes safeguarding the anonymity of study participants increasingly challenging (Langheinrich and Schaub 2019; Miller 2012). This is especially true when collecting high-precision location data using GPS (Apte et al. 2019) as well as audio and video data (Kelly et al. 2013). When data are prepared and processed within the project, members of the project team might be able to identify study participants, e.g., based on their voices (Robbins 2017). As soon as data facilitate reconstructing personal information of individuals, they can no longer be deemed anonymous. The risk for re-identification is considerable when using new technology and must be minimised by taking appropriate measures. Moreover, it is not possible to predict to what extent future data analytics methods will facilitate re-identification. When anonymity cannot be ensured, data collection and processing fall under the General Data Protection Regulation (GDPR). Considering a very high re-identification risk, it is recommended, when in doubt, to apply the General Data Protection Regulation, even when data appear anonymous by today’s standards. When the rights and freedoms of study participants are at a high risk, it is recommended to apply Article 35 GDPR and perform a data protection impact assessment. According to the GDPR, this risk is particularly high when processing high volumes of sensitive data, e.g., health data, and when ‘new technologies’ are used extensively (GDPR Article 35 (3), Recital 91, see box). When personal data are collected, according to the GDPR and as specified in Chapter 4.2., obtaining informed consent is essential.
Excerpt from the General Data Protection Regulation (GDPR)

Article 35 Data protection impact assessment

1) Where a type of processing, in particular using new technologies, and taking into account the nature, scope, context, and purposes of the processing, is likely to result in a high risk to the rights and freedoms of natural persons, the controller shall, prior to the processing, carry out an assessment of the impact of the envisaged processing operations on the protection of personal data. A single assessment may address a set of similar processing operations that present similar high risks.

2) The controller shall seek the advice of the data protection officer, where designated, when carrying out a data protection impact assessment.

3) A data protection impact assessment referred to in paragraph 1 shall in particular be required in the case of:
   ▪ a systematic and extensive evaluation of personal aspects relating to natural persons which is based on automated processing, including profiling, and on which decisions are based that produce legal effects concerning the natural person or similarly significantly affect the natural person;
   ▪ processing on a large scale of special categories of data referred to in Article 9 (1) or of personal data relating to criminal convictions and offences referred to in Article 10; or
   ▪ a systematic monitoring of a publicly accessible area on a large scale.

(...)

7) The assessment shall contain at least:
   ▪ a systematic description of the envisaged processing operations and the purposes of the processing, including, where applicable, the legitimate interest pursued by the controller;
   ▪ an assessment of the necessity and proportionality of the processing operations in relation to the purposes;
   ▪ an assessment of the risks to the rights and freedoms of data subjects referred to in paragraph 1; and the measures envisaged to address the risks, including safeguards, security measures and mechanisms to ensure the protection of personal data and to demonstrate compliance with this Regulation taking into account the rights and legitimate interests of data subjects and other persons concerned.

Data collection in a person's social environment can also create challenges. Data collection may be clearly aimed at gathering data on a person's social environment, but not necessarily. However, in any case, data from bystanders may be collected. Video and audio recordings, for example, can capture data from people who never explicitly consented to taking part in the study (Brown/Blake/Sherman 2017; Kelly et al. 2013; Robbins 2017). It is therefore necessary to take precautions by making people aware that their data are being collected, ensuring that their participation is voluntary, and giving them the opportunity to refuse the collection of their data or to withdraw their consent (Article 7 (3) GDPR, this is especially relevant for specific categories of personal data pursuant to Article 9 GDPR). The situation is further complicated, because, in addition to obtaining consent of the 'recorded' participants, it is also necessary to obtain consent from individuals they interact with (so-called 'third parties'). Acquiring this consent is often tedious or, in some research contexts, simply impossible. The General Data Protection Regulation (GDPR) does not apply where it is possible to gather data on third parties anonymously. However, researching third parties without their knowledge can still be problematic.

1 Processing of special categories of personal data according to Article 9 (1) GDPR refers to processing of data 'revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data concerning health or data concerning a natural person’s sex life or sexual orientation.'
from a research ethical perspective. As mentioned above, maintaining complete anonymity is often not possible due to the large volumes of information-dense data that is facilitated by new information technology.

Researchers may also encounter situations where they record illegal or criminally liable behaviour. Such situations put into question whether (1) the responsible authorities must be notified, (2) researchers must release the data on request, and (3) the participants must be notified in advance of this possibility. Generally, researchers are not obliged to notify the authorities when they acquire knowledge of illegal or criminally liable behaviour during a study, except in the case of particularly serious offences according to the German Criminal Code (Strafgesetzbuch, StGB) (§ 138 StGB). These include murder (§ 211 StGB), manslaughter (Totschlag) (§ 212 StGB), offences against personal liberty (§§ 232 ff. StGB), high treason (§§ 81 ff. StGB) and treason (§§ 94 ff. StGB), counterfeiting of money or bonds (§§ 146 ff. StGB), robbery and extortion (§§ 249 ff. StGB), and offences constituting public danger (§§ 306 ff. StGB). In the case of such particularly serious criminal offences, researchers must notify the responsible law enforcement agencies (police, state prosecutors) even if they only gain knowledge about such offences, because failure to report a planned offence itself constitutes a criminal offence (§ 138 StGB). In the case of such particularly serious criminal offences, researchers must notify the responsible law enforcement agencies (police, state prosecutors) even if they only gain knowledge about such offences, because failure to report a planned offence itself constitutes a criminal offence (§ 138 StGB). If requested during a criminal investigation, a study’s documents must be released to the law enforcement agencies in any case – i.e., also in the case of non-serious crimes. Law enforcement agencies may also confiscate them, where necessary (§ 94 (2) Code of Criminal Procedure (Strafprozessordnung, StPO)), because researchers are not bound by the obligation of professional secrecy laid out in § 203 StGB. From an ethics perspective, study participants should always be informed about this possibility.

When saving data on smartphones or transmitting data via the internet, there is a danger of third parties gaining unlawful access to these data, e.g., through hacking (Carter et al. 2015). This danger should be considered, and care should be taken to prevent this as far as possible, and to document the steps taken (GDPR Article 24. (1)). In the following section, we will summarise and supplement the recommendations formulated in the relevant literature on issues of research ethics and data protection.

## Recommendations relating to anonymity

1. In general, **strategies to render data anonymous or pseudonymous** should be applied. According to the law, data must generally be made anonymous after the research purpose has been achieved and, until then, be stored in a way that prevents de-identification, namely, by using pseudonymisation. (§ 27 (3) Federal Data Protection Act (BDSG)).

2. Where anonymisation is not ensured, the legal requirements of the GDPR must be implemented. Especially the **need for a data protection impact assessment** must be reviewed and, where necessary, carried out.

3. Data should only be **stored, processed, and transmitted through secure pathways**, e.g., by using encryption (Brown/Blake/Sherman 2017; Carter et al. 2015).

4. Generally, one-way hash functions can be used to ensure **(formal) anonymity of study participants** to prevent inferences about specific individuals (see Naor and Yung 1989).

5. Researchers should refrain from storing data that facilitate re-identification of individuals (e.g., location data) if they are not necessary to answer the concrete research question. Geodata, for example, should only be collected, directly (e.g., via GPS, wi-fi, or mobile phone data) or indirectly (e.g., through context data), if they are necessary for answering the research question. When using other data sources, **location tracing** (geo-inferencing using Twitter data) **should be avoided if it is unnecessary for answering the research question** (Johnson et al. 2016).
6) Researchers should make use of data type-specific methods for anonymisation (which may lead to information loss), including voice transformation (distortion) in audio recordings and transformation of coordinate systems (while maintaining the topology) in location data (Mainali/Shepherd/Petitcolas 2019).

7) To reduce the risk of re-identification, data (e.g., location data, audio data) can be saved in a less detailed or processed form (e.g., through behavioural signal processing). Raw data can be deleted right off the device (e.g., Feng et al. 2018; Wyatt et al. 2011). This creates some tension with the quality-assuring recommendations on construct validity (see recommendations in Chapter 3.3.2). It is sensible to balance these interests and to document the process.

8) Data containing identifiable information (e.g. full names, addresses, bank account details), e.g., in audio and video recordings, should be deleted or edited (e.g., beeped out) during the project/coding process. (Robbins 2017).

9) If people involved in the processing of the data (e.g., coders) identify study participants (e.g., based on their voice), they should cease processing the data and transfer responsibility to another person (Robbins 2017).

Recommendations relating to the social context/third parties

1) Researchers should obtain informed consent from individuals that are in regular contact with a person taking part in a study (e.g., family, friends, co-workers) and from whom data might also be collected (Kelly et al. 2013).

2) The risk of being recorded should be made transparent to minimise privacy expectations of third parties. To do so, participants of a study might wear a button indicating the risk of being recorded (This conversation might be recorded), enabling researchers to assume passive consent by the test persons and providing ethical justification (Mehl 2017; Robbins 2017). Alternatively, study participants could be instructed to highlight the recording risk to people they interact with (Robbins 2017).

3) Devices should be turned off if people from the participant’s social context request so (Brown/Blake/Sherman 2017; Robbins 2017).

4) Without the explicit consent for personal data use, researchers should use filters to distort the voices of third parties in audio recordings.

5) Without the explicit consent for personal data use, researchers should blur the faces of third parties in video recordings.

6) Publishing data that facilitate identifying third parties requires their consent (Kelly et al. 2013).

7) Individuals from a study participant’s social context, who can be identified through recordings, must be given the opportunity to change or withdraw their consent for the use of their data for any given purpose at any time (Kelly et al. 2013).
Recommendations relating to privacy

1) Study participants should be informed in great detail about the way their data are collected, saved, and processed, and about any risks to their privacy. They should be informed in full detail about how to request corrections and deletion of their data, and how to make changes to their informed consent (Kelly et al. 2013; Langheinrich and Schaub 2019) (see Chapter 4.2 – informed consent).

2) Study participants should be given full control of their data (informational self-determination). They should be given the opportunity to receive their data in a commonly used format (Article 20 GDPR), which later enables them to request the deletion of specific sequences (retroactive censoring) (Kelly et al. 2013; Langheinrich and Schaub 2019; Mehl 2017).

3) Where possible, study participants should be able to delete personal data (e.g., audio and image recordings) before the research data are shared with the researchers (Brown/Blake/Sherman 2017; Robbins 2017).

4) Recording devices should facilitate proactive censorship, e.g., by providing a privacy button to suspend data recording (Kelly et al. 2013; Langheinrich and Schaub 2019; Robbins 2017).

5) Study participants should be able to take off recording devices if it makes them feel more comfortable in specific situations (Kelly et al. 2013).

6) Study participants should have the opportunity for pro- and retroactive censorship to protect themselves against the recording of illegal or reputation-damaging behaviour. Study participants should be informed that (1) particularly serious criminal offences must be reported to the responsible authorities, and that (2) documents relating to the study must be made available for investigation by law enforcement agencies for any type of offence.

7) Continuous recording (e.g., audio recordings) should be avoided if it is not necessary for answering a research question. Short segments (30 seconds or less) with short, appropriate intermissions are preferable to continuous recording (if the research questions allow this) (Mehl 2017).

8) Audio and image data that allow the identification of persons should not be passed on without the explicit consent of the person in question (e.g., through an explicit declaration of consent for future data use) (Kelly et al. 2013).

9) Raw sensor data with a risk of facilitating breaches of privacy at a later point (e.g., video data) should only be passed on or published in a processed form (e.g., in low resolution or with a reduced number of frames per second) (e.g., Muaaz and Mayrhofer 2017; Ranjan and Whitehouse 2015).

10) The principle of data minimisation should always be applied to audio recordings. Researchers should only record the audio needed for behavioural analysis (e.g., short segments (30 seconds or less), not high-frequency data collection (Mehl 2017)).

11) When collecting data using smartphones, researchers must ensure that access to private data of the smartphone’s owner is not possible and that data are only transmitted with explicit consent of the data owner.
4.2 Informed consent

For reasons of research ethics as well as data protection, it is necessary to obtain informed consent of study participants. Informed consent – and, with it, the voluntary decision to take part in a study – requires that people are informed in plain language about the benefits and risks of the data collection and processing (see Section 4.1) (Carter et al. 2015). The complexity of data collecting and processing using new information technology makes it necessary to strike a balance here. On the one hand, it must be ensured that people understand the implications that a study has for them. On the other hand, they must not be overburdened with too-detailed information (Carter et al. 2015; Langheinrich and Schaub 2019). Overly detailed or long informed consent forms run the risk of not being read, or not being read fully (Langheinrich and Schaub 2019).

4.2.1 Concepts of consent

The German Ethics Council (2018) addressed the issue of formulating declarations of informed consent in the context of big data.2 It did so based on the fact that, when gathering data using big data methods, new questions can arise during the data collection and data analysis process that make data linkage necessary, resulting in additional risks. Classic concepts of information and consent, as used in narrowly defined clinical studies or studies in the social and behavioural sciences, have their limits in a big-data context. Due to their similar data volume and potential for linkage with other sources, the opportunities created by collecting data using new information technology are closely related to issues of big data. Concepts of consent discussed in a big-data context can thus be made fruitful for data collection using new information technology. The German Ethics Council (2018, 183-185) distinguishes three models of consent: blanket consent, dynamic consent, and cascading or meta consent. Additionally, the GDPR facilitates broad consent.

---

2 The German Ethics Council (2018, 54) defines big data as follows: ‘Big data refers to the handling of large volumes of data aimed at identifying patterns and drawing new insight from them, which employs innovative and continuously developed information technology in light of the abundance and variety of data as well as the speed at which they are collected, analysed, and linked.’ (Translation by the authors)
Concepts of consent (German Ethics Council, 2018, p. 183-185; GDPR)

Blanket consent
Study participants consent to an undetermined future use and passing-on of their data. All other decisions relating to handling the data are not made by the study participants but by those managing the database.

Dynamic consent
Study participants are repeatedly contacted to obtain their consent to specific research questions. They are in regular contact with a database (e.g., via an online platform or telephone).

Cascading consent or meta consent
This is an extension of dynamic consent. While it is not necessary to obtain consent for each individual research question, study participants may choose between a range of options. In addition to the classic dynamic consent model, they can, for example, give consent for different categories of research questions instead of being contacted for each individual question. It is also possible to pass on the responsibility for making the decision (delegating it to a trustee) to other people or bodies (e.g., expert committees), to make one’s data available for any use without restriction, or to refuse participation. Individual options can be combined or changed over time.

Broad consent based on the GDPR
Recital 33 GDPR created the concept of ‘broad’ consent especially for scientific research. By doing so, the European legislator acted on the assumption that the purpose of processing personal data in scientific research cannot always be fully specified at the time when personal data are collected. It therefore facilitates that study participants provide ‘broad’ consent to a) certain areas of research or parts of research projects, b) to the extent permitted by the purpose, and c) in accordance with ethical standards in scientific research. These ‘certain areas,’ however, must be related to the original research goal.

By letting study participants adjust options to meet their needs, the cascading model facilitates tailored safeguarding of informational self-determination.
Example: Recruiting and consent process of the IAB-SMART study

The following section will outline the recruiting and consent process of the IAB-SMART study (Kreuter et al. 2018) to provide an example of how to implement the requirements of the EU GDPR. During this panel study of the Institute for Employment Research (IAB), participants were asked to install a research app, the IAB-SMART app, on their smartphones. The app collected data in two ways: firstly, through short questionnaires (about every 14 days) and, secondly, by making passive data available to the researchers. The latter required permissions across five categories: 1) mobile phone network quality and location information, 2) interaction history, 3) characteristics of the social network, 4) activity data, 5) smartphone usage. The following information are largely based on Kreuter et al. (2018). The complete documentation of the study is available at https://www.iab.de/smart.

Recruitment was done by postal mail. Letters to potential participants contained a short invitation and a link for downloading the app, an individual registration code, information on data protection, a short description of the data collection functions, information on incentives, and a brochure explaining the installation process stepwise. The description of the data collection functions was published in a separate document to make it more visible. In as plain language as possible, and for each of the later requested data collection functions, it explained which data are collected and why they are needed and for which research purpose.

The admission process was designed based on the requirements of Articles 5 and 7 and the recitals 32 and 33 GDPR. Key issues were documentation, who consented when to what (Article 7 (1)), making the consent request distinguishable from other matters (Article 7 (2)), the right to withdraw consent (Article 7 (3)), transparency through the use of clear and plain language (Article 7 (2)), active consent by way of an opt-in (Recital 32), and purpose limitation (Recital 33 and Article 5 (1b)).

It must be noted that, during implementation, the process had to consider the peculiarities of app installation on Android-based smartphones at the time. The installation process could only be completed if the user, as a first step, granted all permissions the app could potentially require (see Screenshot 1). However, granting permissions at this point was a mere technical requirement for installing the app and did not initiate data collection. Fortunately, more recent Android versions have improved permission management, asking users for each permission only before using apps for the first time. This avoids unnecessary permission requests and gives the test persons more individual control.

---

3 The app was only available in German. Therefore, the screenshots show the German text.
Upon opening the app, a request for entering the registration code made sure that only invited individuals could take part in the study. Then – again, this is an Android-specific request – the participants were asked to agree to the general terms of use and the data protection disclaimer (see Screenshot 2). Both were linked on-screen and had been previously sent to the invitees with the invitation letter and all other documents by post. Participation and the subsequent data collection were only possible if consent was given at this point.

It is important to note that even at this point the app was not able to collect any passive data from a participant’s smartphone after giving consent. Data collection authorisation was given by ticking the boxes on the following screen (see Screenshot 3).

Consent had to be given individually for each research purpose. This required active consent (opt-in): none of the boxes were pre-ticked in the default setting. Data collection had to be activated by the participants by actively ticking a box. All permissions were displayed on a single screen. By clicking on each of the functions, users could display and read the explanations, which were shortened versions of the more detailed explanations in the invitation letter.

At this point, activating a function granted permission to the requested data. To comply with the provision that withdrawal must be as easy as consent (see Article 7 (3) GDPR), users could return to this screen through the settings menu accessed via the main menu and un-tick the boxes to withdraw consent (see Screenshot 4).
4.2.2 Consent from third parties

In addition to data from participants, it is possible that data from third parties (individuals from a study participant’s social context) are collected. Here, it is sometimes not possible or sensible to obtain written consent. However, it must be ensured in any case that individuals are informed about the risk of being recorded in a realistic and practicable manner (e.g., participants wear a button indicating the risk of being recorded). It is then assumed that the third parties have consciously decided to ‘act’ in front of the microphone or camera and consented to being recorded. Consent, in this context, is understood as a clear affirmative act, e.g., continuing a conversation. Although written consent is not essential, the General Data Protection Regulation requires proof of consent of all contact persons. This proof can also be recorded electronically. Seeing as the General Data Protection Regulation does not contain form requirements for consent, this proof can also be provided through an oral declaration. An affirmative act – for example, where the risk of being recorded was made transparent and a third party enters a conversation in awareness of this risk – can also constitute consent. This giving of consent must be documented by researchers.

Recommendations relating to informed consent

1) Participants must be informed about the use, risks, and the type of data collection as well as the purpose of data use, data storage, and future data use in plain language enabling them to consent to the processing of their data in an informed and voluntary fashion.

2) It should always be made possible to change or withdraw consent for data use for predefined purposes.

3) To ensure that informed consent forms are read in full, it is possible to provide short versions and attaching additional information. Online studies can use videos explaining a study’s purpose, procedure, and data protection issues. The box for granting consent then appears after it has been made sure that the video has been viewed in full and with the sound on.

4) Cascading consent concepts can be a solution to ensure the data can be used on a long-term basis while duly considering the right to self-determination on behalf of the respondents.

5) Participation must remain voluntary. Study participants must always be able to cancel their participation.

6) Study participants should have the opportunity to access the collected data and correct them.

7) When recording video or audio, it is necessary to obtain the consent of third parties (e.g., contact persons). This can also be implemented by implied consent, which must be documented. The form of documentation is flexible and can include written declarations, electronic declarations (email, ticking a box in an electronic form), or log entries that document that third parties took part in the study in a voluntary and informed manner.

8) Apps should only ask for the access permissions they require for functioning (access to contacts, camera, microphone, location data, etc.). They should not ask for blanket permission.

---

4 According to Article 5 (1) (a) GDPR data processing must be lawful. If there is no other legal basis, processing is lawful if consent was given pursuant to Article 6 (1) (a) GDPR. Compliance with lawfulness must be proven based on Article 5 (2) GDPR (‘accountability’). Written proof is not required.
5  Data management

Studies using new information technology pose challenges to data management, on the one hand, due to the high amounts of data they can produce and, on the other hand, due to the challenges this report has already addressed in Chapters 3 and 4, including data quality, research ethics, and data protection.

5.1  Interoperability

Studies using new information technology can result in extensive datasets. This has been well-illustrated by Miller (2012, 230), who refers to a smartphone study by Kiukkonen et al. (2010), which examined 168 individuals over an average of four months. It gathered the following data: 15 million Bluetooth scans, 13 million wi-fi scans, 15 million GPS logs, 4 million app use recordings, 500,000 accelerometer measurements, 220,000 voice recordings, 130,000 voice calls, 90,000 text messages, 28,000 photos, and 2,000 videos. Such volumes of data pose a challenge to data storage and data management, requiring interdisciplinary cooperation between the social, behavioural, and economic sciences, on the one hand, and between computer and data science, on the other. Modern information technology provides researchers with the tools to develop data storage systems for large datasets and to manage problems related to large datasets (e.g., Doukas and Maglogiannis 2011; Ranjan et al. 2019).

When collecting data using wearables and smartphones, using different devices can be problematic depending on a study’s design. How does one deal with data stored in various formats? Researchers have developed solutions for dealing with issues of interoperability relating to wearables when storing data (e.g., Mezghani et al. 2015).

5.2  Data archiving and data storage

The replication crisis in many empirically-based disciplines has given rise to Open Science, a new paradigm that – to the extent possible – calls for making research data and data processing methods (e.g., algorithms) openly available (e.g., Klenk et al. 2019). The German Research Foundation (DFG) has included these principles in its guidelines for good scientific practice (DFG 2019, Guideline 13). Gathering data using new information technology and using new information technology for data storage and data management creates new opportunities for involving the general public in the research process. The development of ‘citizen science’ – understood as the involvement of citizens on all levels of the research process, including data collection, data analysis, and even interpretation of research results – is a good example for this (Greshake Tzovaras et al. 2019). Through the intense use of smartphones and wearables, the general public produces datasets every day, which could be fed into a common data storage system. An example of this approach is the Open Humans Project, which, in addition to data from wearables, also gleans data from other sources (e.g., the genome) (ibid. 2019). This requires flexible data storage and management systems that make sure that participants can, on the one hand, make their data available and, on the other hand, keep control over their data and independently manage them. It is also possible to develop data storage systems enabling people to maintain ownership over their data and store their data locally, which can then be accessed to perform calculations (e.g., Lai et al. 2018). Data storage and data management systems for new information technology can also make use of other recent technological developments such as cloud

\[\text{The data stored in the database are encrypted in a way that requires the user to enter a password every time. This ensures security even if the database is stolen. The procedure implies that even the database's operator cannot access the data without the study participants' consent.}\]
systems (e.g., Doukas and Maglogiannis 2011). These systems go beyond the scope of classic data repositories that archive data in research data centres.

Due to the rapid development of information technology and the complexity of IT systems, this report cannot address these aspects in greater detail. However, the challenges related to data protection, research ethics, and data management, which we discussed in Chapters 4 and 5, result in more general, cross-system challenges. In addition to online storage systems, they also relate to data storage and data management in repositories located at research facilities and research data centres. This leads to some additional recommendations.

### Recommendations on data management

1. It is recommended to continue to develop general _standards for data storage_ that also ensure interoperability.

2. To assess the quality of the data collection and analysis, and to facilitate re-analysis, raw data as well as _all information on employed devices, and other data processing strategies_ (e.g., algorithms), should be archived and _made available_ together with the data (as recommended in Section 4.1).

3. If data are made openly available, e.g., online or in open repositories, it must be ensured that _deanonymisation is not possible_. Due to the availability of numerous data sources that facilitate deanonymisation, and a lack of knowledge about the extent to which future data analysis methods might make deanonymisation possible (see, e.g., Rocher/Hendrickx/de Montjoye 2019), such data should not be made publicly available unless the participants – after having been informed about the risks – explicitly consent to it in a declaration of informed consent. It is recommended to store data in research data centres with limited and regulated data access, either on-site or online using suitable password protection. The passwords can be _managed at research data centres_ and given out to interested researchers after consulting with the authors of a publication and with contractual safeguards in place (data use agreements to prevent misuse).

4. _Storage and further use of data_ should be included in _declarations of informed consent_. To do so, researchers can use one of the procedures presented in Chapter 4, which can include _delegating responsibilities to a trustee_.

5. It is recommended to further develop data analysis procedures that enable _individuals to maintain ownership of their data_. The data used for calculations are then stored in different locations (locally with the participants).

---

6 Participants can be made aware of the uniqueness of their personal data using resources like the following website: [https://cpg.doc.ic.ac.uk/individual-risk](https://cpg.doc.ic.ac.uk/individual-risk)
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